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Introduction
Due diligence has become a buzz word when it comes to states’ use of information and communications technologies (ICTs), most prominent among which is the Internet and its numerous applications. The renewed interest in the concept can be explained by the persistent challenges of factually and legally attributing malicious cyber operations to states or even non-state actors. Anonymising and rerouting techniques, such as Virtual Private Networks (VPNs) and other IP (Internet Protocol) spoofing software have compounded the attribution problem, making it difficult if not impossible to trace the origin of a cyber operation. In this context, due diligence features as a promising route to increase peace, security and stability in the ICT environment. This is so to the extent that it might require states to do their best to prevent, halt and/or remedy a range of known or foreseeable cyber harms emanating from or transiting through their territory, irrespective of who or what caused them and the legality of the activity in question. For instance, during the COVID-19 pandemic, there have been reports of increased cyber operations targeting the healthcare sector, including hospitals and vaccine research and development facilities. Even though it is difficult to pinpoint who exactly is behind such acts, member states of the European Union have ‘call[ed] upon every country to exercise due diligence and take appropriate actions against actors conducting [malicious cyber operations] from its territory, consistent with international law.’
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Yet controversy remains as to whether states are bound by an obligation to behave diligently in their use of ICTs or in what is often called ‘cyberspace’. These are multifaceted digital technologies with physical, logical, content and personal dimensions. Notably, the 2015 report by the United Nations (UN) Group of Governmental Experts (GGE) on cybersecurity, adopted by consensus by the UN General Assembly, indicates that States ‘should not knowingly allow their territory to be used for internationally wrongful acts using ICTs’. The provision is explicitly framed as a ‘voluntary, non-binding norm’ of responsible state behaviour in cyberspace. Nevertheless, the group of experts involved in the second edition of the Tallinn Manual on the International Law Applicable to Cyber Operations agreed that a general rule or principle of this kind already exists in customary international law, and is applicable in cyberspace. According to Rule 6 of the Manual, a state must ‘exercise due diligence in not allowing its territory, or territory or cyber infrastructure under its governmental control, to be used for cyber operations that affect the rights of, and produce serious adverse consequences for, other states.’ On their face, these views seem irreconcilable and neither of them has gone unchallenged.


5 UN General Assembly, ‘Developments in the field of information and telecommunications in the context of international security’, GA Res. 70/273, 30 December 2015, paras 1-2(a).


8 Ibid., at 30. The Manual is the result of the work of a group of experts, which purports to comprehensively analyse how international law applies in cyberspace.

9 For instance, Jensen and Watts are cautious about the legal basis of this rule, recognising its advantages but also warning about its drawbacks. See Jensen and Watts, ‘A Cyber Duty of Due Diligence: Gentle Civilizer or Crude Destabilizer?’, 95 Texas Law Review (2017) 1555, at 1568–1575.
This excessive focus on the legal nature and status of ‘due diligence’ has resulted in binary, ‘all-or-nothing’ views: either consensus has been reached about what is ‘cyber due diligence’ or there would be a legal gap in protection, i.e. states would have no binding obligations but only voluntary undertakings to behave diligently in their use of ICTs. The confusion partly stems from the inconsistent use of the label ‘due diligence’ as a general principle of law or international law, one or more state obligations, or a standard of behaviour applying in different areas of international law.

To avoid those confusions and contradictions, this Report shifts the debate from label to substance. Rather than simply inquiring whether ‘due diligence’ applies in cyberspace, its overarching question is: to what extent are states required under international law to protect other states and individuals from harm caused by cyber operations?

In answering this question, this Report begins in Chapter 1 by addressing a preliminary point: how much of international law applies to states’ use of ICTs? This chapter challenges the common assumption that, for international legal rules to apply in ‘cyberspace’, one must produce evidence of state practice and opinio juris specifically relating to the ‘cyber domain’. It does so by demonstrating that: a) general international law is, by its own nature, generally applicable to all types of state activity, unless a limitation is explicitly stated; b) the notion of ‘domain’ does not seek to exclude conduct from the scope of otherwise applicable international law.
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applicable international law; c) ‘cyberspace’ is not a separate domain, but a set of digital technologies that pervade all traditional domains of land, air, sea and outer space; d) written and unwritten international legal rules may be interpreted to apply to those technologies; because e) international law is technology-neutral, and f) irrespective of any policy recommendations mirroring existing rules or principles. Thus, we conclude that international law applies, as a whole and by default, to ICTs, including when it comes to requiring states to prevent, halt and redress harm.

Next, Chapter 2 seeks to identify the different types of harms of concern to states in the ICT environment. For this purpose, it first explains how the different ICT layers, i.e. software, hardware, data and persons, may be variously affected by harmful cyber operations conducted by states or non-state actors around the world. This chapter then devises a classification of ‘cyber harms’, depending on the layer and respective attributes affected: whereas software, hardware and data may have their confidentiality, integrity or availability compromised, natural or legal persons may suffer tangible or non-tangible harm. Different types of malicious cyber operations, such as Distributed Denial of Service attacks, ransomware, computer viruses and information operations, are subsequently assessed, focusing on the damage that they may cause to states, non-state groups and individuals. Lastly, this chapter concludes by laying out possible scenarios in which cyber harms may implicate states and non-state actors.

Before turning to the concept of due diligence and the extent to which it applies to ICTs, Chapter 3 briefly discusses how two foundational concepts, namely, state sovereignty and jurisdiction, play out in cyberspace. Indeed, due diligence is a corollary of states’ sovereignty over their territory and other areas over their control, and it extends as far as states have jurisdiction to legislate, adjudicate and enforce under international law.11 This chapter concludes that sovereignty and jurisdiction are better seen under a functional lens, i.e. as concepts that seek to ensure the peaceful coexistence of states and the well-being of

11 Island of Palmas Case (or Miangas), United States v Netherlands, Award, 4 April 1928, II RIAA 829 (1928), ICJG 392 (PCA 1928), at 838.
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human beings. Accordingly, sovereignty is not only a source of power but also imposes on states duties to act to protect other states and individuals, as well as to tolerate lawful interference resulting from the lawful exercise of jurisdiction in fulfilling those duties.

In what is this Report’s main contribution to the international legal debate on ‘cyber due diligence’, Chapter 4 maps out four sets of protective duties requiring states to prevent, halt or redress certain harms by behaving diligently in their use of ICTs. Two of these can be traced to primary obligations of general international law: a) the duty of states not to knowingly allow their territory to be used for acts that are contrary to the rights of third states, articulated in the Corfu Channel case, which we call the ‘Corfu Channel’ principle; b) states’ duty to prevent and remedy significant transboundary harm, even if caused by lawful activities, known as the ‘no-harm’ principle. In addition, specific bodies of international law establish due diligence duties which also apply to cyberspace. Of particular relevance to ICTs are: c) the obligation of states to protect human rights within their jurisdiction; and d) states’ duties to ensure respect for international humanitarian law and to adopt precautionary measures against the effects of attacks in the event of an armed conflict. Chapter 4 locates the legal basis of each of those primary rules in customary or conventional international law, unpacks the various standards of due diligence they enshrine and explore the extent to which they apply to States’ use of ICTs. This chapter concludes that whether or not a general principle of due diligence applies to ICTs or a binding, cyber-specific ‘due diligence rule’ exists, states continue to be bound by a patchwork of duties to prevent, stop and redress harm under customary or conventional international law which apply by default to ICTs.

12 Corfu Channel Case (United Kingdom v Albania), Judgment, 9 April 1949, ICJ Reports (1949) 4, at 22.
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This Report ends with Chapter 5, which looks at how the various protective international obligations requiring ‘diligent state behaviour’ in the ICT environment have been and ought to be implemented in practice. Specifically, this chapter starts by looking at current trends with regards to states’ behaviour and attitudes in their use of ICTs to confirm that existing international legal rules containing a standard of due diligence apply to those technologies. The chapter goes on to draw specific guidance for the implementation of those rules from a representative survey of states’ laws, policies and views on ICTs. States surveyed include Japan, China, Singapore, Russia, the United Kingdom, Germany, France, the United States, Canada, Brazil, Argentina, South Africa, Iran and Australia. This survey supports the conclusion that states may comply with their various protective obligations in the ICT environment by adopting a wide variety of legal, technical, organisational, capacity-building and cooperative measures.

Altogether, the findings laid out in this Report point to one overarching conclusion: though not a silver bullet against all cybersecurity challenges, the international legal ‘patchwork’ of protective duties enshrining a standard of due diligence already plays a central role in the pursuit of a more peaceful, secure and stable ICT environment. The paramount importance and implications of diligent state behaviour in the use of today’s and tomorrow’s ICTs should be further disseminated and acknowledged by governments, the private sector, academia and civil society.
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The applicability of international law to information and communications technologies and the fallacy of ‘cyberspace’

1. Introduction

The applicability of existing international law to cyberspace has received widespread support among states. It has been recognised by individual governments as well as in the 2013\(^1\) and 2015\(^2\) reports by the United Nations (UN) Group of Governmental Experts (GGE) on information and communications technologies (ICTs), both of which were endorsed by the UN General Assembly by consensus.\(^3\) More recently, the Final Substantive Report of the UN Open-ended working group on developments in the field of information and telecommunications in the context of international security (OEWG), also adopted by consensus among all UN member states, ‘reaffirmed that international law, in particular the Charter of the United Nations, is applicable and essential to maintaining peace, security and stability in the ICT environment.’\(^4\) A similar statement is found in the latest GGE report, adopted in May 2021.\(^5\)

In particular, there is agreement that ‘sovereignty and international norms and principles that flow from sovereignty’ apply to states’ ICT-related activities and their jurisdiction over ICT infrastructure within their territory.\(^6\) Likewise, states have explicitly endorsed the applicability of the UN Charter in its entirety, along with fundamental principles such dispute settlement by peaceful means and non-intervention.\(^7\) States have also recognised that they must respect and

---


3 GA Res. 70/237, 30 December 2015, paras 1-2(a).


6 UN GGE Report 2013, supra note 1, para 20; UN GGE Report 2015, supra note 2, para 27; UN GGE Report 2021, supra note 5, para 71(b).

7 UN GGE Report 2013, supra note 1, para 20; UN GGE Report 2015, supra note 2, paras 25-28; UN GGE Report 2021, supra note 5, paras 70, 71(a) and (e).
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protect human rights and fundamental freedoms and, where applicable, the principles of humanity, necessity, proportionality and distinction. More generally, they have committed ‘to meet[ing] their international obligations regarding internationally wrongful acts attributable to them under international law’, as well as to not using proxies to commit such acts.

However, the full extent to which international law applies to ICTs has not been spelled out in the 2015 and 2013 GGE reports, in the OEWG Final Substantive Report, or in some individual government statements. This uncertainty has led some states and scholars to question the applicability of certain international rules and principles in ‘cyberspace’. This is the case of sovereignty as a rule capable of being breached, whose applicability to cyberspace has been opposed by the United Kingdom (UK). Similarly, the applicability of International Humanitarian Law (IHL) as a whole has been questioned by states such as Russia and China. Crucially, the concept of due diligence as a binding rule or principle of international law applicable to cyberspace

---

8 UN GGE Report 2013, supra note 1, para 21; UN GGE Report 2015, supra note 2, paras 26 and 28(b) and (d); UN GGE Report 2021, supra note 5, paras 70, 71(f).

9 UN GGE Report 2013, supra note 1, para 23; UN GGE Report 2015, supra note 2, para 28(f); UN GGE Report 2021, supra note 5, para 71(g).

10 UN GGE Report 2013, supra note 1, para 23; UN GGE Report 2015, supra note 2, para 28(e); UN GGE Report 2021, supra note 5, para 71(g).
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has been explicitly rejected by Argentina\textsuperscript{14} and Israel,\textsuperscript{15} and seriously questioned by New Zealand,\textsuperscript{16} and the UK.\textsuperscript{17} To compound the uncertainty, a majority of states have not yet expressed their views on the status of due diligence in international law or its applicability to cyberspace.

Arguments that deny the applicability of due diligence or other existing rules or principles of international law to cyberspace usually rest on three related assumptions. First, it is often said that cyberspace is a new and inherently different ‘space’, ‘field’ or ‘domain’ of state activity. Accordingly, like the physical domains of air, land, sea and outer space, the ‘cyber domain’, although virtual, would require specifically tailored rules or principles of international law. Second, it follows that existing international law could only apply ‘in cyberspace’ if substantiated by sufficient evidence of domain-specific state practice and opinio juris.\textsuperscript{18} This search for cyber-specific practice and opinio juris is usually backed with calls for more national statements on how international law applies to cyber operations. Third, the fact that certain standards of conduct have been framed, in the 2015 UN GGE Report, as ‘voluntary, non-binding, norms of responsible state behaviour in cyberspace’, is taken to mean that the behaviour in question is not required by international law.

This is precisely the case of the concept of due diligence, which seems to be reflected in both UN GGE Reports in hortatory terms: ‘[s]tates should not knowingly allow their territory to be used for internationally


\textsuperscript{17} UK Mission to the United Nations, supra note 11, para 12.

\textsuperscript{18} Ibid, paras 10 and 12.
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Wrongful acts using ICTs’ or ‘should seek to ensure that their territory is not used by non-State actors to commit such acts’. For some, the implication of labelling a standard of conduct as a ‘voluntary, non-binding, norm’, or framing it as something that states ‘should’ endeavour to achieve, is that the corresponding rules or principles have not yet developed or crystallised for cyberspace, or that this ‘domain’ has been carved out from the scope of said obligations.

This set of arguments finds its clearest expression in the recent statement by Israel’s Deputy Attorney General on the application of international law to cyber operations:

It cannot be automatically presumed that a customary rule applicable in any of the physical domains is also applicable to the cyber domain. The key question in identifying State practice is whether the practice which arose in other domains is closely related to the activity envisaged in the cyber domain. Additionally, it must be ascertained that the opinio juris which gave rise to the customary rules applicable in other domains was not domain-specific. Given the unique characteristics of the cyber domain, such an analysis is to be made with particular prudence, as it is very often the case that relevant differences exist.

With specific regards to the concept of due diligence, the statement goes on to posit that:

There was wisdom in mentioning [due diligence] in the chapter covering norms of responsible State behavior, as it does not, at this point in time, translate into a binding rule of international law in the cyber context. […]

---

19 UN GGE Report 2013, supra note 1, para 23; UN GGE Report 2015, supra note 2, para 13(c); UN GGE Report 2021, supra note 5, paras 29-30.

20 E.g., UK Mission to the United Nations, supra note 11, para 12.

21 Schondorf, supra note 15.

22 Ibid.
As I mentioned regarding the examples of maritime blockade and neutrality, we have to be careful in applying to the cyber domain rules that emerged in a different, distinct context. For instance, in the field of environmental law, where much of the focus and application of due diligence obligations has been in recent years, the acting State typically has control, or at least oversight, over the harmful activity (for example, regulating a polluting power plant). However, cyberspace is mostly private and decentralized. The inherent different features of cyberspace – its decentralization and private characteristics – incentivize cooperation between States on a voluntary basis, such as with the case of national Computer Emergency Response Teams (CERTs). [...] However, we have not seen widespread State practice beyond this type of voluntary cooperation, and certainly not practice grounded in some overarching opinio juris, which would be indispensable for a customary rule of due diligence, or something similar to that, to form.

Yet those assumptions may be challenged on at least six different bases which we explore further in this chapter.

First, Section 2 starts by explaining why general international law is not domain-specific, in the sense that it only applies, by default, to the traditional domains of land, air and/or sea, and its applicability to other domains must be specifically proven. Quite the contrary: any limitation imposed on the scope of general international law, whether framed around a subject-matter, context, area, type of activity or ‘domain’, cannot be implied but must be assessed.

Second, and relatedly, Section 3 demonstrates that rules of international law, whether conventional or customary, which evince a general scope of application, can be interpreted and applied to new ‘domains’.
Next, Section 4 delves into the notion of ‘domain’ and its development in the context of international humanitarian law (IHL). We demonstrate that, in this and other areas, the concept was never meant to function as a device to carve out certain types of activity from existing rules or principles of international law.

Section 5 then considers that, in any event, cyberspace is not per se a ‘space’ or a singular ‘domain,’ at least not in the sense that air, sea or outer space are. Instead, it is a combination of digital technologies or ICTs spread across national borders and made up of physical, logical and personal elements, just like other technologies, albeit on a different scale.

In the same vein, Section 6 advances that international law is technology-neutral, in the sense that it applies to all technologies through which states and non-state actors operate, whether these are old or new, analogical or digital, physical or virtual.

Lastly, Section 7 contends that the mere fact that a certain behaviour has been the subject of a policy recommendation by no means implies that the same behaviour is not required as a matter of international law. Quite the opposite: political statements cannot deprive international obligations of their binding force.

In what follows, we develop the foregoing points and conclude that due diligence, whether a rule or principle, applies by default to ICTs, i.e., ‘cyber’ operations conducted by states or non-state actors using those technologies.

2. The ‘generality’ of general international law

That general international law is, by definition, general is self-evident. But that does not tell us much about its extent or scope of application, i.e., who is bound by general international and to what matters it applies. For this reason, it is important to grasp the different ways in which international law can be said to ‘apply generally’, and in
particular, the extent to which this generality includes different subject-matters, contexts, areas or types of activity.

First and foremost, ‘general international law’ refers to international rules and principles that bind all states as a matter of customary international law, general principles of law or universally ratified treaties.\textsuperscript{23} Examples include the principles of sovereign equality of states and non-intervention, as well as the UN Charter and its prohibition on the use of force, binding under conventional and customary international law.\textsuperscript{24} Among those rules and principles generally applicable to all states, some deal with more specific matters than others. For instance, the four 1949 Geneva Conventions have been universally ratified and crystallized into customary international law, thereby applying to all states.\textsuperscript{25} Yet their subject-matter is limited to regulating the conduct of hostilities during armed conflict, that is, to the so-called ‘field’ of IHL.\textsuperscript{26} Likewise, the principle of non-intervention in the internal affairs of other states, although not limited to situations of armed conflict, only covers coercive interference within another state’s ‘domaine réservé’, that is, public or private matters which the state exercises exclusive authority to regulate.\textsuperscript{27} In fact, apart from a handful of very general and foundational principles of international law, from which states’ obligations seem to flow, such as sovereignty and \textit{pacta sunt servanda}, international rules and principles tend to have a more or less defined subject-matter.


\textsuperscript{24} Art. 2(4), Charter of the United Nations, adopted 24 October 1945, 1 UNTS XVI.


\textsuperscript{26} See Common Article 2, Geneva Convention for the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field (First Geneva Convention), adopted 12 August 1949, entered into force 21 October 1950, 75 UNTS 287.
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In some instances, explicit or implicit treaty texts or state practice and/or opinio juris indicate that the application of an international rule or principle is limited to a particular ‘context’, area or specific type of activity. This is the case of the centuries-old obligation of states to respect freedom of navigation in the high seas, whose practice and opinio juris clearly evince is restricted to the high seas.\(^{28}\) The rule does not guarantee freedom of navigation throughout the seas, nor does it oblige states to guarantee freedom of movement in other maritime zones, such as states’ territorial waters or their Exclusive Economic Zones.\(^{29}\) Similarly, the obligation to carry out an environmental impact assessment, although binding under customary international law, only applies to those activities that may cause physical harm to the natural environment.\(^{30}\)

Nevertheless, in the absence of a limitation to a particular subject-matter, context, area or type of activity, or where the previous expression of a rule is general (whether its text, or formative opinio juris and state practice), there is nothing in international law that suggests that one must seek to ascertain whether a rule applies across ‘domains’, as many have sought to characterise ‘cyberspace’ or ICTs. For example, it is prohibited for states to arrest the serving head of another state. It matters not where or how the arrest takes place. To take another example, in the course of an armed conflict, it is prohibited for states to direct attacks against civilians. Again, it matters not where the civilians (or the attackers) are or what weapons are used. The same is true of the law relating to the use of force. It is prohibited to use force against other states and no inquiry needs be made about the ‘domain’ in which a state using force is acting. This means that we should be sceptical about a supposition that the application of international law rules is ‘domain’ specific.

---


\(^{29}\) Hoffmann, ibid, para 6.

The bottom-line is that, to ascertain the scope of application of general international law, each rule or principle must be assessed on its own terms. Thus, whether a limitation is based or framed around a subject-matter, a context, an area, a type of activity, a ‘domain’, or any other category we might conceive of for that matter, it must be somehow indicated in the rule or principle in question. Importantly, to undertake this assessment, traditional methods of interpretation of treaties or customary international law, must be resorted to. These methods tell us that, where a rule is not limited to a certain area, context, type of activity, or domain, its scope can be interpreted and applied to cover any such category. It is to this point that we now turn.

3. Interpreting and applying general international law to new ‘domains’

As outlined earlier, legal interpretation is the most intuitive way to ascertain the scope of a certain rule or principle of conventional or customary international law and any potential ‘domain’ or other limitation thereto. That treaties must be interpreted in accordance with their text, context and object and purpose is beyond doubt. But much controversy surrounds the interpretability of unwritten rules of international law, including custom and general principles. In what follows, we explain why, in the absence of specific limitations, both written and unwritten rules of international law of general scope are susceptible to identification and/or interpretation as well application in the cyber context, i.e. to ICTs. In particular, we tackle the controversial question as to whether it is necessary to prove specific state practice and opinio juris for existing rules of international law to apply in cyberspace.
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While the interpretability of customary international law is beyond the scope of this report, it suffices to note, no matter how international lawyers frame the process or methodology for ascertaining the existence, content and scope of customary international law, there is always room for interpretation in every step of the way. This is because interpretation, understood here as the process of assigning meaning to subjects, objects or events, is inherent to human cognition. Simply put, it is by assimilating specific things to abstract concepts that we understand and communicate about the world around us. And in this process of ‘framing’, there is inevitably room for over or under-inclusion, at the very least when it comes to man-made, non-deterministic concepts or ideas such as law. Of course, questions remain as to whether it is even possible to separate the stages of identification or ascertainment of state practice and opinio juris, and the interpretation of an identified rule of custom. As others have noted, even the exercises of selecting, describing and evaluating state practice and opinio juris are pervaded by subjectivity, and are thus subject to different interpretations. Either way, it is sensible to assume that custom or its separate elements are interpretable, i.e. that the original, abstract ‘frame’ can always be extended to cover new and more specific phenomena.

34 Similarly, ibid, at 237 and 241.
37 See Tassinis, supra note 33, at 246; Hollis, supra note 32, at 2, 4-6, 8; Duncan B. Hollis, ‘The Existential Function of Interpretation in International Law’ in Andrea Bianchi, Daniel Peat and Matthew Windsor (eds), Interpretation in International Law (OUP, 2015) 80; Jean D’Aspremont, ‘The Multidimensional Process of Interpretation’ in Andrea Bianchi, Daniel Peat and Matthew Windsor (eds), Interpretation in International Law (Oxford University Press, 2015), at 117-118.
Cyber due diligence in international law

Having established that both treaties and custom are interpretable, the question that arises is whether the concept of due diligence, along with other traditional rules whose applicability to cyberspace has been questioned, is sufficiently wide or general to cover cyber operations - whether these are framed as a new and exceptional domain, area, context or type of activity. And the answer is, quite simply, that there is no evidence that due diligence, or sovereignty and IHL for that matter, are limited to the traditional ‘physical’ domains of land, air and sea. Rather – and without prejudice to the question of whether due diligence is a rule, a shorthand for various obligations or a general principle – the concept is quite general in scope, as we shall explore further in Chapter 4 below.

The most prominent rule which requires due diligence from states is the general principle articulated in the Corfu Channel case. In this case, the specific question before the ICJ was Albania’s duty to notify British vessels of mines which it should have known were placed in its territorial waters. Yet, the Court found that at the source of this particular duty was a more general obligation of every state ‘not to allow knowingly its territory to be used for acts contrary to the rights of other States’. Even prior to Corfu, the Arbitral Tribunal in the Island of Palmas case, whilst dealing with the concept of sovereignty and its corollary obligations in the context of a territorial dispute, framed the same duty of prevention as:

> the obligation to protect within the territory the rights of other States, in particular their right to integrity and inviolability in peace and in war, together with the rights which each State may claim for its nationals in foreign territory.⁴⁰

As this passage makes it clear, the longstanding duty to protect the rights of other states within a state’s own territory by exercising due diligence is not limited by subject-matter, context, area, or even domain. The same goes for the concept of territorial sovereignty, which, as the same Arbitral Tribunal found, ‘is, in general, a situation recognized and delimited in space, either by so-called natural frontiers

---

⁴⁰ Corfu Channel Case (United Kingdom v Albania), Judgment, 9 April 1949, ICJ Reports (1949) 4, at 839.
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[...] or by outward signs of delimitation that are undisputed, or else by legal engagements entered into between interested neighbours. Even the duty to prevent and redress transboundary harm, known as the ‘no-harm’ or ‘good neighbourliness’ principle, discussed in detail in Chapter 4, although more readily associated with the natural environment and ecological matters, applies well beyond this context, as the ILC’s comprehensive survey of state practice and opinio juris over decades showcases.

An alternative, albeit less natural, way to frame and conceptualise the application of general rules of customary international law to new types of scenarios is as the identification of new customary rules, which are specifically tailored to the situation, context or ‘domain’ at hand. This is, according to some scholars, what the ICJ did with the more general due diligence principle and Albania’s specific duty to notify British vessels about mines in the Corfu Channel. Likewise, this approach seems to have been followed by some states and scholars in relation to a rule of due diligence in cyberspace: it is often assumed that a new and cyber-specific rule of due diligence must be specifically identified and applied to ICTs.

However, and crucially, even if one frames the applicability of international law to new domains as custom-identification or ascertainment, there is usually no need to collate specific instances of state practice and opinio juris from scratch by induction. This is because, whenever a more general rule or principle of international law already exists whose scope covers a new situation or domain, it is possible to deduce one or more specific rules from the more general principles.

41 Ibid, at 838, emphasis added.


43 Corfu Channel, supra note 40, at 22.
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general one. As Tassinis notes, this can be explained by the nature of customary international law as ‘an organic body of legal rules that gradually branches out as opposed to an assemblage of self-standing rules’. Granted, it may not be that every rule of custom is directly rooted in a pre-existing one. This may be the case of certain rules of procedure, such as the requirement that instruments of ratification of treaties be exchanged or deposited with, or notified to the other party(ies). However, all rules of custom are ultimately grounded or at least informed by foundational international legal principles, such as sovereignty, consent and good faith. Although deduction from general rules or principles alone may not always suffice to prove the existence of a more specific rule of custom, it does raise a strong presumption that such a rule does exist, in turn lowering the threshold of state practice and opinio juris which would be necessary to prove its existence. According to Talmon, in those instances, the outcome of the deductive process is simply confirmed by induction from a sufficient amount of state practice and opinio juris.

In practice, there is little difference between this process of custom-identification and the interpretation and application of general customary rules to new phenomena. Admittedly, it remains unclear what canons of interpretation should be applied to customary international law, whether reflected in textual form or drawn from a set of behaviours. But any type of legal interpretation, whether in domestic or international law, can only be informed by a handful of legal reasoning techniques. As made explicit in the context of treaty interpretation, these include the ordinary meaning of the words by


46 Tassinis, supra note 33, at 262.

47 Art. 11 VCLT 1980.

48 See Banteka, supra note 38, at 316.

49 Talmont, supra note 42, at 427.
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which a rule is expressed, its context, its function or objective, and its history (textual, systematic, teleological and historical methods of interpretation, respectively).\(^\text{52}\) Other methods of interpretation which also apply to written and unwritten legal rules include analogy, a contrario, in dubio mitis, and other techniques of logical reasoning.\(^\text{53}\) That customary international law can be interpreted by these and other techniques has long been acknowledged before human rights bodies and international criminal courts.\(^\text{54}\) These have sought to clarify the extent to which more general customary prescriptions or prohibitions apply to specific factual scenarios, often unforeseen at the time the rule was conceived, by using different interpretative techniques.\(^\text{55}\) Notably, in various international courts and tribunals, as well as diplomatic settings, a key technique to interpret treaty and customary rules — and trace their evolution over time — is to look at the subsequent practice of states, which implicitly or explicitly establishes their agreement.\(^\text{56}\)

In the context of due diligence this means that, whether one chooses to proceed by identifying one or more specific obligations or by interpreting general principles or rules to cover ICTs, the end-result is the same: states must behave diligently in cyberspace and other so-called ‘domains’, as a matter of general international law. That one or more due diligence obligations under international law bind states in cyberspace can be confirmed by current evidence of state practice and opinio juris. In fact, not only are statements denying the applicability of due diligence to cyberspace fairly limited – to the

---

\(^{52}\) Arts. 31-32 VCLT. See also Odile Ammann, Domestic Courts and the Interpretation of International Law Methods and Reasoning Based on the Swiss Example (Brill, 2019), Chapter 6, at 192 ff.


\(^{54}\) See, e.g., Vasiļjevič, Judgement, ICTY, Trial Chamber II, 29 November 2002, IT-98-32-T, paras 193, 196, 201-202; Vasiljević v Lithuania, App no 35343/05 (ECtHR, 20 October 2015), paras 171-186.

\(^{55}\) See, e.g., ECtHR, Sunday Times v The United Kingdom, Appl. no 6538/74, Judgement 26 April 1979), para 59; ECtHR, SW v United Kingdom, Appl. No 20166/92, Judgement of 22 November 1995, para 36; Hadžhasanović et al, Interlocutory Appeal on Decision on Joint Challenge to Jurisdiction, ICTY, Appeals Chamber, 27 November 2002, IT-01-47-PT, para 12.

four abovementioned statements by Argentina, Israel, the UK and New Zealand – but several states have spoken out in support of the applicability of international law as a whole to cyberspace. Even more tellingly, a growing number of states and international organisations, such as France, The Netherlands, Estonia, Finland, Denmark, Iceland, Sweden, Norway, the Czech Republic, the Dominican Republic, Chile, Ecuador, Guatemala, Guyana and Peru, Japan, the Republic of Korea, and the European Union (EU) have explicitly


61 International law and cyberspace: Finland’s national positions’, 15 October 2020 (‘Finland’s Position’), available at https://um.fi/documents/35732/0/ICYber+and+International+Law%3F+Finland%27s+views.pdf/41404cbb-d300-a3b9-92e4-7d675d95857c=160278856859.


63 Comments by the Czech Republic, supra note 57, at 3.
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recognised that due diligence obligations exist and apply to cyberspace.

In short, rules of general international law are not domain-specific, at least not by default. Instead, the starting point is that they apply across the board to different matters, contexts, areas, types of activity or domains, unless, and in so far as, their scope is implicitly or explicitly limited to one or more of these categories. Furthermore, rules or principles that lack such limitations and thereby of general applicability can be interpreted and applied to cover ‘cyberspace’. When it comes to the concept of due diligence, neither of its iterations is limited to traditional physical domains, specific contexts or types of activity. In the same vein, its scope is sufficiently general to encompass cyber operations carried out by states and non-state actors, whether this assessment is framed as interpretation or identification. It is, of course, a different question whether the requirements of each primary rule of international law applicable to cyberspace are present in each given case, a question addressed in Chapter 4 below.

4. What is the meaning and function of a ‘domain’?

As seen earlier, it is now common to treat cyberspace or ICTs as a new ‘domain’ of state activity. It is often assumed that, unlike the physical domains of air, land, sea, and outer space, cyberspace is an inherently different, virtual domain, where activities may take place without meaningful physical manifestations. But while belonging to one or another ‘domain’ is thought to be decisive as to the applicability of international law to a certain activity, the actual meaning and function of the concept have been largely overlooked.

In common parlance, ‘domain’ has a variety of meanings in different contexts. More traditionally, the word is associated with ‘a territory over which dominion is exercised’ or a ‘region distinctively marked by some physical feature’. But the meaning that international legal scholars seem to be referring to when they characterise ‘cyberspace’
as a domain is that of a ‘sphere of knowledge, influence, or activity’[^70], ‘a particular interest, activity, or type of knowledge’[^71], or ‘an area of interest or an area over which a person has control’[^72]. Indeed, the so-called ‘domains of public international law’ seem to refer to the different branches of this legal system and their corresponding academic fields.[^73] And these might cover one, more or all physical spaces, depending on the rule or set of rules in question. For example, international environmental law, a field of international law and academic study, applies to physical land, sea and airspace.

The idea that international law applies to or corresponds to different ‘domains’, whether these are areas of knowledge or physical spaces, seems to be derived from the context of armed conflict. There, the concept ‘serves as a fundamental organizing idea, reflecting the way we conceptualize the battlefield and categorize actions taking place during armed conflict’.[^74] Importantly, even in this context, the purpose of categorising a certain activity as falling within this or that domain, such as land, sea, air, or other types of battlefield or warfare, is not to exclude or carve out the given ‘domain’ from IHL’s scope of applicability. In fact, ‘much of IHL is not domain-specific and applies generally’,[^75] regardless of whether the act in question takes place in land, sea, air or any other space that matter, and irrespective of other specific features of the battlefield or act of warfare. To be sure, different, different rules of IHL or other fields of international law might apply to different aspects of the battlefield or acts of war, such as the protection of civilians and the regulation of means and methods of warfare. But the point is that IHL as a whole applies irrespective of whenever, wherever and however armed conflict takes place. Its ‘domain’ is only limited to armed conflict between states and/or

[^70]: Ibid.
[^72]: Ibid.
[^75]: Ibid., at 78.
sufficiently organised armed groups. Which specific rule or principle applies to what particular situation is an entirely different matter, and does not negate their applicability, *in abstracto*, to the ‘domain’ of armed conflict.

As an ‘organizing idea’ that helps to conceptualise and/or classify different types of situations and the rules that cover them, the concept of ‘domain’ is inevitably artificial and subjective. Simply put, there is nothing inherent in international law or the situations that it covers that calls for their compartmentalisation into ‘domains’. It is international lawyers and scholars who carve out those categories and classification on the basis of practical or scholarly considerations. Thus, for example, the choice to bundle up the rules of international human rights law into one category that covers certain state obligations vis-à-vis individuals arose as a result of the proliferation of human rights treaties after World War II.

In the same vein, the so-called ‘physical’ domains – land, air, sea, and outer space – are in part abstractions too. In reality, these ‘areas’ are seamlessly connected to form an organic whole. Yet in human understanding they have been separated or singled out for practical or scholarly purposes. The notions of ‘territory’ or ‘space’ more generally are themselves abstractions. They are nothing more than human projections of objects with a localised physical or imaginary existence. And as we shall see in the next section, just as physical domains have a ‘virtual’ dimension, so does ‘cyberspace’ have a variety of meaningful physical manifestations.

In sum, categorisations of places, events, objects or knowledge into ‘domains’, while helpful, should not be assumed to reflect or exhaust the scope of applicability of international law, especially when no such categorisation is implicit or explicit in the rule or principle in question.
5. Is cyberspace a ‘domain’ or ‘space’?

The term ‘cyberspace’ features prominently in scholarly texts and official government pronouncements on how international rules and principles apply to ‘cyber’ operations perpetrated through ICTs. And it has now become a fertile ‘domain’ of legal, political and technical knowledge. But other than a shorthand for the accumulated knowledge on and interest in ‘cyber’ activities, is ‘cyberspace’ a space akin to the so-called land, air, sea and outer space ‘domains’? In other words, whether or not one assumes that international law is domain-specific, what really is ‘cyberspace’ and to what extent does international law apply to it?

Understanding what ‘cyberspace’ is requires us to briefly go back to the origin of the term, its purpose and the background against which it was originally employed in legal discourse, before turning to its technical features. As other have noted, the prefix ‘cyber’ comes from the Greek word kybernetes, which means one who steers or governs, and alludes to the field of ‘cybernetics’ – defined as the study of remote control through devices or ‘command and control and communications in the animal […] or the mechanical world’. In contrast, the word ‘space’ not only has physical or geographical meanings but also philosophical, mathematical, social and psychological ones. Quite telling but generally overlooked in the literature is the first use of the term in the 1960s to designate the so-called ‘Atelier Cyberspace’, an artistic partnership forged between architect Carsten Hoff and an artist Susanne Ussing. Their work comprised a series of visual arts exhibitions containing sensory installations and images that depicted ‘open systems’, that is, architectural spaces adaptable to various influences, such as human movement and new material. According to Hoff himself:

78 Ibid, at 76.
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To us, “cyberspace” was simply about managing spaces. There was nothing esoteric about it. Nothing digital, either. It was just a tool. The space was concrete, physical.80

It was only in 1980s that the term started to be associated with computers and digital networks, following the publication of two works of science fiction by William Gibson – a short story entitled ‘Burning Chrome’81 and the novel ‘Neuromancer’.82 But not even Gibson himself assigned any technical meaning to the term. Instead, he defined it ‘a consensual hallucination experienced daily by billions of legitimate operators, in every nation, [...] A graphic representation of data abstracted from the banks of every computer in the human system.’83 Commenting on the more recent usage of ‘cyberspace’ to refer to the internet and other networks, Gibson confessed that:

‘All I knew about the word “cyberspace” when I coined it, was that it seemed like an effective buzzword. It seemed evocative and essentially meaningless. It was suggestive of something, but had no real semantic meaning, even for me, as I saw it emerge on the page.’84

Gibson’s buzzword was subsequently taken up, quite effectively, in the early days of the internet by American political activists, such as John Perry Barlow, and legal theorists, among who were David Johnson and David Post.85 As Julie Cohen notes, this is when the idea of ‘cyberspace’ as a space started to take shape.86 Back then, labelling the internet and other networks as another space, different from the ‘real world’, was an attempt to treat it as a separate jurisdiction.

80 Ibid.
81 William Gibson, Burning Chrome (Omni, 1982).
82 William Gibson, Neuromancer (Ace, 1984).
83 Ibid, at 69.
84 William Gibson in Mark Neale ‘No Maps for These Territories’ (Docurama, 2000).
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to which state power, laws and regulations did not apply. In line with the ultraliberal and utopian vision of the internet’s pioneers, this virtual space – the new ‘home of the Mind’, as Barlow famously put it – would instead be subject to the democratic will of its millions of users spread across the world. In this light, it is not surprising that, more recently, we have seen states and international legal scholars referring to ‘cyberspace’ as a separate space or ‘domain’ for a similarly exclusionary purpose, i.e. to carve out ‘cyberspace’ from the scope of applicability of certain international rules or principles.

Nevertheless, even in American legal discourse, where the debate about internet governance and regulation was most fervent, the idea of an ungovernable or uncontrollable cyberspace was soon debunked. As early as 1996, in his controversial conference address, Frank Easterbrook immortalised the analogy according to which the law of ‘cyberspace’ was as real as the ‘law of the horse’. For him, there was neither need nor wisdom to conceive of new rules for the internet and other digital networks, as general rules continued to apply. And in his comprehensive work on ‘code as law’, Lawrence Lessig explained how there is nothing inherently ‘ungovernable’ in the technical features or architecture of the Internet or ‘cyberspace’ for that matter. As a human and thus political project and creation, ‘cyberspace’ can be perfectly designed to follow existing laws and used in a manner compliant with these, even if ‘code’ itself is a powerful tool to constrain human behaviour. Though conceiving of ‘cyberspace’ as a virtual space, Lessig rightly observed that ‘[i]t will be regulated by real space regulation to the extent that it affects real space life, and it will quite

87 Ibid and Lessig, Code 2.0, supra note 76, at 288, 300-301.
89 Lessig, Code 2.0, supra note 76, at 2-3.; Cohen, supra note 86, at 216.
92 Lessig, Code 2.0, supra note 76, at 3-6.
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dramatically affect real space life’. 94

An important contribution to this debate was made by Jack Goldsmith, 95 Timothy Wu, 96 Dan L. Burk 97 and others who sought to demystify the nature of ‘cyberspace’. 98 For them, the internet and other constituent parts of ‘cyberspace’ are simply ‘communications networks’, which are situated well within ‘real space’. 99 In this sense, ‘cyberspace’ would be nothing but a metaphor to express simulated spaces or experiences, such as online gaming, dating or social media, or dating; or the ‘virtual’ prolongation or manifestation of real spaces, such as shops, public murals, government institutions or mailboxes, where the internet and other networks serve as tools for the performance or regular, ‘real world’ activities. 100 It is no more real than the worlds or places (re)created by books and films, or than the traditional paper or audio exchanges with friends, family or service providers, such as letters, receipts, or telephone calls. In the same vein, just like that global transportation networks do not give rise to a new ‘world’, or ‘domain’, so does cyberspace does not constitute a new ‘space’.

This view is to a large extent true. In fact, looking at the more technical definition of the internet and other networks that are considered to be part of ‘cyberspace’ we see a range of digital technologies which enable us to communicate and process different types of data or information. And these technologies, such as computer applications, network links, and digital devices are themselves made up of complex

99 Ibid.
100 Lessig, Code 2.0, supra note 76, at 9, 83.
layers of software, hardware and the data they process. But as much as software and data – the ‘virtual’ or ‘logic’ layers of cyberspace – play a significant role in allowing one to control how these technologies operate, the input, processing and output of data through code depends on a physical substrate, just like human intelligence and reasoning depends on the human body and brain. Thus, hardware components such as cables, satellites, radio waves, computers and millions of silicon circuits, all located somewhere in the ‘real world’, are part and parcel of ICTs or ‘cyberspace’.

Yet many lawyers, policy-makers and software programmers get so caught up in the potential of code in its virtual dimension, that they tend to forget that binary code itself, i.e., the 0s and 1s with which computer algorithms or languages are written and which enable digital electronics to transmit data, can only be processed by machines because of the logical way in which certain electric circuits – and perhaps DNA and quantum particles for the new generation of computers – turn out to behave in nature. These so-called ‘logic circuits’ are made up of ‘logic gates’ which yield an expected result when subjected to a certain voltage or signal. It is by alternating these voltages in millions of circuits found in different hardware components, and by representing these voltages with logical and numeric values (i.e. 0s and 1s) that computer algorithms, that is, processing instructions such as ‘if x then do y’, can be written in binary code. In the same vein, we tend to forget that what allows

---
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Software to create fascinating ‘virtual machines’ on our screens are the less-talked-about ‘compilers’, i.e. special programmes that translate high-level, sophisticated code into machine code that can be physically executed by a computer processor. 108 Therefore, even if advancements in computer power and programming languages have greatly improved connectivity and speed across national boundaries, and enhanced our perception of imaginary spaces such as ‘The Cloud’, the ‘World Wide Web’, or virtual reality applications, these remain very much grounded in tangible physical infrastructure somewhere in the world.

However, it would also be too simplistic to stop there and reduce ‘cyberspace’, or ICTs, to their physical and logical layers. This is because perhaps the most important dimension or layer of what we call ‘cyberspace’ are the human beings and social structures that create, control and use ICTs, including their software, hardware and data. In this sense, ‘cyberspace’, or, more accurately, a multitude of cyberspaces, whether perceived differently or similarly to other spaces and technologies, is very much a human and social experience. 110 On the one hand, ICTs are shaped by ‘real world’ individual and collective activities, necessities and interests, such as government services, private communications, shopping, banking, leisure, etc. On the other hand, whether or not ICTs have any meaningful physical or kinetic manifestations in any object or place, they certainly affect the life of one or more individuals of flesh and bone located somewhere on Earth and beyond. As Lessig remarks, many people have been able to establish a true ‘second life’ online, with some playing games, expressing their own views or engaging in online social interactions, often more important than their offline social circles. 111 At the same time, what one does in cyberspace does not stay in cyberspace: the money one spends to play an online game goes to someone’s pocket, the words one says publicly on the internet are potentially heard by its billions of users and


110 Lessig, Code 2.0, supra note 76, at 84-85.

111 Lessig, Code 2.0, supra note 76, at 9, 12, 107-108.
every website one enters a trail of data is left and mined for commercial or political purposes by a variety of private or public entities.112

To give but one example of how changes in code and other ICT components may have a real-world impact,113 take the recent ‘SolarWinds’ hack. This was a malicious cyber operation against a globally supplied network monitoring software which was carried out by inserting malicious code in the software’s update and thereby enabled the hackers to breach the confidentiality of public and private data.114 For this reason, the hack has been primarily framed as an information-gathering or cyberespionage operation, and one of a purely ‘virtual’ character.115 Yet, even assuming that the hack was limited to a ‘mere’ digital data breach, this has already led to concrete financial losses and reputational damage to companies, government agencies and individuals around the world.116 The costs of replacing the compromised systems are immense, and the public trust in the software, its providers and users is perhaps irreparably lost.117 That cyber operation
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has also given the perpetrators remote control over certain critical infrastructure systems at least in the United States, such as power stations and distribution grids, which poses a very real risk of serious damage to critical public services, such as hospitals and schools.¹¹⁸

Thus, the term ‘cyberspace’, with its chiefly ‘virtual’ connotation, may be somewhat misleading, as it fails to capture the physical, human and social dimensions of ICTs. The term has also been used to purposefully sever these more tangible dimensions from the software and data layers, and in doing so, to exclude the latter from domestic and international regulation. For this reason, it is perhaps more accurate to refer to cyberspace not as a virtual or separate space, but as a set of multidimensional digital technologies – or ICTs – which are fully integrated with human activities that take place in different physical ‘domains’ or ‘real life’ spaces. As states themselves noted in the recent OEWG Final Substantive Report, ‘the international security dimension of ICTs cuts across multiple domains and disciplines’.¹¹⁹ After all, online resources and activities are not an end in themselves, but a means or tool to achieve different aims or effects that will usually manifest themselves, in different ways, in one or more of the traditional physical domains.

For present purposes, this means that those technologies remain fully subject to the rules and principles of international law, to the extent that they are relevant and applicable, and in so far as they have not been carved out by consistent state practice and opinio juris.¹²⁰ This includes the concept of due diligence, which, as we have seen, applies generally, by default, to all types of state activity – virtual, physical or social. Tellingly, that cyberspace is better framed as a set of digital technologies was already reflected in the language used in the various GGE reports, as well as the OEWG’s mandate and documents, which

---
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refer precisely to ‘information and communication technologies (ICTs)’. Similar framings, such as ‘cyberspace’ as a ‘medium’, or ‘the interdependent network of information technology infrastructures and resident data’ have been adopted by several states. Thus, when it comes ‘cyber operations’, it is more appropriate to frame questions of applicability of international law to new technological developments.

6. International law is technology-neutral

As has been noted elsewhere, the digital technologies that make up the internet and other information and communications networks are now far more advanced and complex than their older, analogue counterparts, such as the telephone, radio, television, and even mobile telephony or earlier versions of the Internet. The speed, reach, pervasiveness, visibility and processing power of current ICTs are unprecedented. And in only a couple of years, when the number of components (or transistors) in an integrated circuit (or microchip) will have doubled, and the cost of computers halved, many of the ICTs that we widely use today will have become outdated or even obsolete. For some, like Lawrence Lessig, Julie Cohen, and Jerry Kang, this means that difference between the life we lead in ‘real space’, including through ‘old’ technologies, and the life we have forged through
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‘cyberspace’ – or as we prefer to call it, ICTs – is not just one of degree but has unfolded or ‘ripened’ into one of kind.

This raises one fundamental question: Even if ‘cyberspace’ is not a separate space or domain, and international law applies in principle to all domains, are ICTs so different to other technologies that they cannot governed by existing international law? In other words, is there something inherently different about ICTs that carves them out from existing international law and, in particular, general international law? Alternatively, do technologies whose impact was unforeseen only a few decades ago, fall within the scope of traditional rules and principles of international law, such as sovereignty, the prohibition on the use of force, non-intervention and no-harm? Have these continued to stand the test of time? The answer to these and other similar questions seems to lie in a simple yet overlooked feature of international law, namely, that it is, by necessity, a technology-neutral system.  

Technological – or ‘tech’ – neutrality, in this sense, is not coterminous with political or economic neutrality in the ‘tech world’. For the reality is that a few major corporations own or control a significant part of the internet’s logical and physical infrastructure and provide the necessary software and hardware technologies that keep public and private online communications and information processing going. Thus, there is no neutrality when it comes to the economic and political forces that shape the use and distribution of ICTs around the world. But international law’s ‘tech neutrality’ is something else: it refers to the fact that international rules and principles apply across the board to all technologies, old and new, at least by default and to the extent relevant.

To elaborate, in international as in domestic law, the fact that human beings have developed new technologies over time, such as trains, cars, telephones, televisions, and mobile phones, has never been enough reason to exclude them from the scope of application of existing rules.

or principles, especially those of general application, such as tort, contract or criminal law. At the international level, the International Court of Justice recognised as much in its Nuclear Weapons Advisory Opinion when it held that:

\['39. These provisions [Articles 42 and 51 of the UN Charter] do not refer to specific weapons. They apply to any use of force, regardless of the weapons employed. The Charter neither expressly prohibits, nor permits, the use of any specific weapon, including nuclear weapons. [...]\]

\[85. [...] In the view of the vast majority of States as well as writers there can be no doubt as to the applicability of humanitarian law to nuclear weapons.\]

\[86. The Court shares that view. Indeed, nuclear weapons were invented after most of the principles and rules of humanitarian law applicable in armed conflict had already come into existence; the Conferences of 1949 and 1974-1977 left these weapons aside, and there is a qualitative as well as quantitative difference between nuclear weapons and all conventional arms. However, it cannot be concluded from this that the established principles and rules of humanitarian law applicable in armed conflict did not apply to nuclear weapons. Such a conclusion would be incompatible with the intrinsically humanitarian character of the legal principles in question which permeates the entire law of armed conflict and applies to all forms of warfare and to all kinds of weapons, those of the past, those of the present and those of the future.\]^{128}

Similarly, in its Draft articles on Prevention of Transboundary Harm from Hazardous Activities, the ILC noted that new technologies are also subject to positive duties to prevent transboundary harm, requiring states to employ scientific and technological developments to detect, prevent and redress harm, as well as ensure the safe use of those technologies:
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(11) The standard of due diligence against which the conduct of the State of origin should be examined is that which is generally considered to be appropriate and proportional to the degree of risk of transboundary harm in the particular instance. [...] What would be considered a reasonable standard of care or due diligence may change with time; what might be considered an appropriate and reasonable procedure, standard or rule at one point in time may not be considered as such at some point in the future. Hence, due diligence in ensuring safety requires a State to keep abreast of technological changes and scientific developments.

(14) Article 3 imposes on the State a duty to take all necessary measures to prevent significant transboundary harm or at any event to minimize the risk thereof. This could involve, inter alia, taking such measures as are appropriate by way of abundant caution, even if full scientific certainty does not exist, to avoid or prevent serious or irreversible damage. [...] An efficient implementation of the duty of prevention may well require upgrading the input of technology in the activity as well as the allocation of adequate financial and manpower resources with necessary training for the management and monitoring of the activity.129

Even more tellingly, the Chairs’ Summary of discussions held at the UN OEWG, issued in May 2021 alongside the Group’s Final Substantive Report, notes that:

‘States emphasized that measures to promote responsible State behaviour should remain technology-neutral, underscoring that it is the misuse of technologies, not the technologies themselves, that is of concern.’130


130 OEWG, Chair’s Summary, UN Doc. A/AC.290/2021/CRP.3*, 10 March 2021, para 8 (emphasis added). See also very similar language in Second OEWG Pre-draft, supra note 127, para 21.
The OEWG is a multilateral and multi-stakeholder forum for discussion of pressing issues surrounding ICTs, including the applicability of international law to those technologies. Unlike the UN GGE on ICTs, whose membership is limited to a select group of 25 states, the OEWG is open to all UN member states, who can actively participate in the group’s oral discussions and the drafting of its documents. This means that its statements, including its findings on responsible state behaviour in cyberspace – whose framework includes both binding international law and non-binding norms – should not be taken lightly.

International law’s ‘tech-neutrality’, in turn, means that existing international law writ large regulates state conduct carried out through ICTs, at least by default and to the extent relevant. Accordingly, international legal rules or principles of general applicability – whether these are rules of customary international law, general principles or generally-framed treaty provisions – apply to all technologies through which states or non-state entities conduct their relevant activities. Importantly, this starting point means that there is no further need to prove their applicability to ICTs or other technologies via state practice and opinio juris that specifically refer to ICTs. These rules and principles, include, as we have seen earlier, the prohibition on the use of force, non-intervention, the Corfu Channel rule of ‘due diligence’, the no-harm principle, international human rights law and international humanitarian law. For their scope is sufficiently broad to cover ICTs, either via interpretation or deductive reasoning. It is the burden of those advocating for the exclusion of ICTs from the scope of these rules to present evidence to the contrary, i.e., that states, in their general practice accepted as law, have actively carved out ICTs from the scope of what are otherwise general rules and principles.

This conclusion does not deny that, when applying general rules of existing international law to new technologies, some loose ends may need to be tied and adjusted with best implementation practices. ¹³¹ These are necessary to account for certain specific features of digital technologies, such as their speed, connectivity, reach, pervasiveness and transboundary nature. That notwithstanding — and in line with the
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views expressed on the issue by an overwhelming majority of States — the starting point is the applicability of existing international law to any technology, rather than a legal vacuum.

To evoke, once again — and with a pinch of salt —, Frank Easterbrook’s ‘Cyberspace and the Law of the Horse’, generality is not an enemy of good tech-governance.\textsuperscript{132} Quite the opposite, as he notes, ‘the best way to learn the law applicable to specialized endeavors is to study general rules.’\textsuperscript{133} This is not to say that specific rules or regimes are unnecessary or irrelevant. As Lawrence Lessig observes, not only may ICTs’ unique features benefit from specialised knowledge and regulation but may yield more general lessons about the nature and limits of the law as whole.\textsuperscript{134} For instance, the power of code in defining the architecture of the internet is but one manifestation of how human behaviour and the law itself are constrained by natural or man-made ‘architectures’, such as mountains, rives, buildings, roads, and social structures.\textsuperscript{135} At the same time, as man-made architectures, software and hardware are not static, and can very well be shaped and constrained by new and existing laws.

Nevertheless, the point is that specialised regimes for ICTs and other technologies cannot and should not displace more general rules of international and domestic law; these remain valid, applicable and inform the interpretation of more specific rules for ‘cyberspace’ and beyond. And there is a very good reason for that: in Easterbrook’s words, we, lawyers and policy-makers ‘don’t know much about cyberspace; [and] what [we] do know will be outdated in five years (if not five months!).’\textsuperscript{136} In short, the applicability and flexibility of general rules and principles of international law are all the more important in the context of ICTs and new technologies, given their rapid development and complexity, which many of us cannot fully

\textsuperscript{132} Easterbrook, supra note 90, at 207-208.
\textsuperscript{133} Ibid, at 207.
\textsuperscript{134} Lessig, Horse, supra note 131, at 534-535.
\textsuperscript{135} Ibid, at 506-507.
\textsuperscript{136} Easterbrook, supra note 90, at 208.
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grasp. New, specific and detailed treaty instruments would struggle to keep up to such speed, technical and scientific complexity. As a recent statement by the Czech Republic summarises, in guiding the applicability of international law to ICTs, a ‘technology-neutral approach [...] provides a safeguard against rapidly evolving nature of ICT technologies.’

7. Policy recommendations do not replace established international legal rules

As seen earlier, one objection to the applicability of certain international rules or principles of general applicability, such as those containing a standard of due diligence, is that, at times, these have been framed in normative or hortatory terms in official government statements. Two of these documents, and perhaps the most significant among them, are the 2013\textsuperscript{138} and 2015\textsuperscript{139} GGE consensus reports, which contain ‘Recommendations on norms, rules and principles of responsible behaviour by States’ in their use of ICTs. For instance, the 2013 GGE report makes the following recommendations for states, which seem to mirror existing rules or principles of international law, at least in part:

\begin{enumerate}
    \item States \emph{should} intensify cooperation against criminal or terrorist use of ICTs, harmonize legal approaches as appropriate and strengthen practical collaboration between respective law enforcement and prosecutorial agencies. 
    \item States must meet their international obligations regarding internationally wrongful acts attributable to them. States must not use proxies to commit internationally wrongful acts. States \emph{should seek to ensure that their territories are not used by non-State actors for unlawful use of ICTs.}
\end{enumerate}

\textsuperscript{137} Comments by the Czech Republic supra note 57, at 2.

\textsuperscript{138} UN GGE Report 2013, supra note 1.

\textsuperscript{139} UN GGE Report 2015, supra note 2.
24. **States should** encourage the private sector and civil society to play an appropriate role to improve security of and in the use of ICTs, including supply chain security for ICT products and services.

25. **Member States should** consider how best to cooperate in implementing the above norms and principles of responsible behaviour, including the role that may be played by private sector and civil society organizations. [...]  

More elaborately, the 2015 GGE report contains separate sections on ‘How international law applies to the use of ICTs’ and ‘Norms, rules and principles for the responsible behaviour of States’. And in the latter section, we find an even longer list of recommendations. Like the 2013 GGE recommendations, they also seem to reflect a range of existing international rules and principles:

(a) Consistent with the purposes of the United Nations, including to maintain international peace and security, **States should cooperate** in developing and applying measures to increase stability and security in the use of ICTs and to prevent ICT practices that are acknowledged to be harmful or that may pose threats to international peace and security; [...]  

(c) **States should not knowingly allow their territory to be used for internationally wrongful acts using ICTs**;

(d) **States should consider how best to cooperate** to exchange information, assist each other, prosecute terrorist and criminal use of ICTs and implement other cooperative measures to address such threats. States may need to consider whether new measures need to be developed in this respect;

140 UN GGE Report 2013, supra note 1 (emphasis added).
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(e) States, in ensuring the secure use of ICTs, should respect Human Rights Council resolutions 20/8 and 26/13 on the promotion, protection and enjoyment of human rights on the Internet, as well as General Assembly resolutions 68/167 and 69/166 on the right to privacy in the digital age, to guarantee full respect for human rights, including the right to freedom of expression;

(f) A State should not conduct or knowingly support ICT activity contrary to its obligations under international law that intentionally damages critical infrastructure or otherwise impairs the use and operation of critical infrastructure to provide services to the public;

(g) States should take appropriate measures to protect their critical infrastructure from ICT threats, taking into account General Assembly resolution 58/199 on the creation of a global culture of cybersecurity and the protection of critical information infrastructures, and other relevant resolutions; […]

(k) States should not conduct or knowingly support activity to harm the information systems of the authorized emergency response teams (sometimes known as computer emergency response teams or cybersecurity incident response teams) of another State. A State should not use authorized emergency response teams to engage in malicious international activity. 143

The fact that both reports distinguish between the application of international law to ICTs and ‘voluntary, non-binding norms’ might at first glance be taken as an argument that none of the latter ‘norms’ are to be complied with as a matter of legal obligation. To be sure, some of those norms do not reflect binding international law obligations. However, some of them do use, explicitly or implicitly, the language of law, and it is in those instances that questions arise as to legal status of the prescription in question.

143 Ibid, para 13 (emphasis added).
Arguments of this kind have been made about the concept of due diligence in cyberspace, which, as others have pointed out, seems to be encapsulated in paragraph 13(c) of the 2015 report and paragraph 26 of the 2013 report. Indeed, the language of these paragraphs is similar but not exactly identical to the principle articulated by the ICJ in its Corfu Channel case, which, as we shall see, refers to ‘acts that affect the rights of other states, rather than ‘internationally wrongful acts’. But the fact that this provision has been phrased in normative terms (‘should’) and explicitly labelled as a ‘non-binding, voluntary, norm of responsible state behaviour’, as opposed to ‘How international law applies to the use of ICTs’, has been taken by some to mean that the concept of due diligence is not binding or applicable in ‘cyberspace’. Furthermore, in both the 2013 and 2015 reports, states’ duty not ‘to use proxies to commit internationally wrongful acts using ICTs’ appears alongside a recommendation that states ‘should seek to ensure that their territory is not used by non-State actors to commit such acts’. That many states have remained silent on the issue has only compounded the uncertainty around the applicability of due diligence in cyberspace. Similar doubts might arise with respect to other rules that seem to be reflected in the voluntary, non-binding norms, such as duties to cooperate with other states in some circumstances, or the duty not to engage in or support activity contrary to international law, which seems to be subsumed within the broader rule of sovereignty.


145 UN GGE Report 2015, supra note 2.

146 See Corfu Channel, supra note 40, at 22.

147 UN GGE Report 2015, supra note 2, para 13(c) versus paras 24-28.

148 UN GGE Report 2015, supra note 2, at 7, para 10.

149 Ibid, para 28(e); UN GGE Report 2013, supra note 1, para 23.

150 Jensen and Watts, supra note 44, at 1573-1574; Tallinn Manual 2.0, supra note 27, at 31, Commentary to Rule 6, para 3 (acknowledging but rejecting this view); Australia’s GGE Submission, supra note 144 (arguing that while there is no international consensus on whether due diligence is an international legal obligation applicable to State conduct in cyberspace, this norm has had universal endorsement (via A/Res/70/237)); Submission by Institute for International Cyber Stability in Australian Public Consultation, supra note 144, at 5.
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In this light, one may wonder whether certain well-established rules of international law have been reduced to non-binding recommendations by effect of the GGE work. Is it possible that though these rules are generally applicable, they do not survive as legal obligations in the cyber context because states have chosen to regard them, in that context, as only voluntary and non-binding? This may be the assumption that undergirds the above-mentioned statements issued by Argentina,\(^{151}\) and, more recently, Israel,\(^{152}\) New Zealand,\(^{153}\) and the UK\(^{154}\) which either deny or question the applicability of due diligence in cyberspace. In support of their view, those states contend that there is scant evidence of state practice and/or \textit{opinio juris} in support of a ‘cyber due diligence’ rule.

However, this argument fails to observe that the articulation of these norms is without prejudice to states’ rights and obligations under international law. This point has been eloquently raised by Finland in one of its intervention during the OEWG’s 2020 session,\(^{155}\) and Japan at the 2021 GGE meeting.\(^{156}\) Indeed, paragraph 10 of the 2015 GGE Report make is clear that these ‘norms do not seek to limit or prohibit action that is otherwise consistent with international law.’ As eloquently put in the recent OEWG Final Substantive Report, adopted by consensus across all United Nations members:

\begin{quote}
States reaffirmed that norms do not replace or alter States’ obligations or rights under international law, which are binding, but rather provide additional specific guidance on what constitutes responsible
\end{quote}

\(^{151}\) Argentina’s Intervention at the 2nd Substantive GGE Meeting’, supra note 14.

\(^{152}\) Schondorf, supra note 15.

\(^{153}\) New Zealand Ministry for Foreign Affairs and Trade, supra note 16.

\(^{154}\) UK Mission to the United Nations, supra note 11, para 12.


\(^{156}\) Japan, Statement by Mr. AKAHORI Takeshi, Ambassador for United Nations Affairs and Cyber Policy of the Ministry of Foreign Affairs of Japan, on the adoption of the report by the Sixth GGE on Advancing responsible State behavior in cyberspace in the context of international security (Delivered in a closed online meeting of the GGE), 28 May 2021, available at https://www.un.emb-japan.go.jp/stpr_en/akahori052821.html (stating that ‘while some of the 11 norms are related to international law, they do not alter any rights and obligations under international law. At the same time, lack of mention in this report does not mean that international rights and obligations not covered in the document are not applicable in cyberspace’).
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State behaviour in the use of ICTs. Norms do not seek to limit or prohibit action that is otherwise consistent with international law.\(^\text{157}\)

Similarly, one of the earlier versions of the OEWG substantive report recognises that:

‘Voluntary, non-binding norms reflect the expectations of the international community and set standards regarding the acceptable and unacceptable behaviour of States in their use of ICTs. They play an important role in increasing predictability and reducing risks of misperceptions, thus contributing to the prevention of conflict. […] Alongside international law, voluntary non-binding norms complement confidence-building and capacity-building measures and related efforts to promote an open, secure, stable, accessible and peaceful ICT environment.’\(^\text{158}\)

and that:

‘In their discussions at the OEWG, States reiterated that voluntary, non-binding norms of responsible State behaviour are consistent with international law and with the purposes and principles of the United Nations, including to maintain international peace and security and the promotion of human rights.’\(^\text{159}\)

Thus, the mere fact that states have decided, for whatever political reason, to mirror existing rules of international law in their policy recommendations cannot free the former of their binding legal force. Otherwise, recommendations such as the one in paragraph 13(f) of the 2015 GGE Report, establishing that a ‘State should not conduct or knowingly support ICT activity contrary to its obligations under international law that intentionally damages critical infrastructure’, would become a contradiction in terms. Likewise, it would make little sense if the recommendation contained in paragraph 13(k) of the 2015


\(^{158}\) Second OEWG Pre-draft, supra note 127, at page 7.

\(^{159}\) Ibid, para 38 (emphasis added).
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GGE Report, calling upon states not to conduct or knowingly support activity other states’ emergency response teams or engage in malicious international activity, were not reflective of an existing obligation under international law. And the recognition, in Norm 13(e), that States should ‘guarantee full respect for human rights’ online would be hardly reconcilable with the inclusion of ‘human rights and fundamental freedoms’ as part of the international law applicable to States’ use of ICTs.

This conclusion is also in line with how several states have characterised the non-binding, voluntary norms of responsible state behaviour. First and foremost, the 2013 GGE Report explicitly notes that the norms are ‘derived from existing international law relevant to the use of ICTs by States’. In the same vein, the 2021 GGE Report recognizes that ‘[n]orms and existing international law sit alongside each other’, and that ‘[n]orms do not seek to limit or prohibit action that is otherwise consistent with international law’. France has also made it clear that these norms are an essential part of the framework of responsible state behaviour in cyberspace, and thereby are inseparable from the assessment of how binding international law applies in cyberspace. Germany has also expressed the view that ‘existing international law, complemented by the voluntary, non-binding norms that reflect consensus among States, is currently sufficient for addressing State use of ICTs’. Japan has stated that ‘international law and norms work together to prevent internationally wrongful acts using ICTs and to promote responsible State behavior in cyberspace’. Along similar

160 UN GGE Report 2015, supra note 2, para 13(e); UN GGE Report 2021, supra note 5, paras 36-41.
161 UN GGE Report 2013, supra note 1, para 21; UN GGE Report 2015, supra note 2, para 26; UUN GGE Report 2021, supra note 5, para 70.
162 UN GGE Report 2013, supra note 1, para 16.
163 UN GGE Report 2021, supra note 5, para 15. See also UN GGE Report 2015, supra note 2, para 10.
164 France’s Response, supra note 57.
166 Japan, supra note 156.
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lines, states such as the UK, France, Poland, Australia, Brazil, and the Dominican Republic, as well as the International Committee of the Red Cross (ICRC) have all affirmed that non-binding norms are complementary rather than alternative to existing international law.

Thus, compliance with several norms of responsible state behaviour in cyberspace is not only expected on a voluntary basis but may also be required as a matter of applicable international law. Where the norms do correspond to established rules of international law, the wealth of state practice and attitudes expressed in their implementation serves not only to confirm the applicability of existing rules to ICTs, but also to mould their interpretation as these rules and technologies evolve over time.


168 France’s Response, supra note 57.


172 Dominican Republic’s Statement, supra note 64.
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When it comes specifically to due diligence, not only one but several norms of responsible state behaviour spelled out in the 2015 GGE report and further specified in the 2021 GGE report recommend what are effectively different ways to comply with due diligence obligations in cyberspace. This is particularly the case of the norms suggesting that states ‘consider how best to cooperate to exchange information, assist each other, prosecute terrorist and criminal use of ICTs and implement other cooperative measures to address such threats’; ‘take appropriate measures to protect their critical infrastructure from ICT threats’; ‘respond to appropriate requests for assistance by another State whose critical infrastructure is subject to malicious ICT acts’; ‘take reasonable steps to ensure the integrity of the supply chain so that end users can have confidence in the security of ICT products’; and ‘encourage responsible reporting of ICT vulnerabilities and share associated information on available remedies to such vulnerabilities to limit and possibly eliminate potential threats to ICTs and ICT-dependent infrastructure’.

Along with these recommendations to take positive action, norms that call upon states to refrain from harmful activities in cyberspace may also be necessary steps for states to comply with their international obligations to behave diligently when using ICTs. This includes the aforementioned recommendations ‘not [to] conduct or knowingly support ICT activity contrary to its obligations under international law that intentionally damages critical infrastructure or otherwise impairs the use and operation of critical infrastructure to provide services to the public’ and ‘not [to] conduct or knowingly support activity to harm the information systems of the authorized emergency response teams’.

175 UN GGE Report 2021, supra note 5, paras 15-68.
176 For a similar view, see Comments by the Czech Republic, supra note 57.
177 UN GGE Report 2015, supra note 2, para 13(d).
178 On this norm, see remarks by the Institute for International Cyber Stability in Australia’s Public Consultation, supra note144, at 12, linking this norm to the ‘principle of due diligence’, and arguing that the latter ‘requires a State to take specific steps to mitigate any malicious ICT activity emanating from its territory’ and remarks by the Tech Accord signatories that the principle of due diligence forms a key aspect of international law and that creates an additional duty to mitigate malicious ICT activity in this context.
179 Ibid, para 13(g), (h), (i) and (j).
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[… of other States’] In fact, as will become clearer in the course of this report, several intentional obligations containing a standard of due diligence, such as the no-harm principle and human rights obligations, not only require states to take positive action but also abstain from causing harm to individuals or other states.

In sum, it seems that the voluntary, non-binding norms of responsible state behaviour in cyberspace, as well as similar policy recommendations are neither alternative to nor exhaustive of the binding obligations that they may allude to. On the contrary, norms or recommendations provide states with much welcome guidance on the interpretation, application and implementation of their existing international obligations in the ICT environment, particularly those containing a due diligence standard. This view is consistent with the flexible nature of such obligations, compliance with which can only be assessed on case-by-case basis, in light of all relevant factors and dynamic circumstances. This approach, unlike a specific ‘domain-tailored’ obligation, would ‘up-date’ itself to the constantly evolving technologies which is seeks to regulate, generating greater clarity in one’s legal obligations.

In a nutshell, several norms of responsible state behaviour actually reflect and concretise existing due diligence obligations applicable in cyberspace. Although not binding per se and without prejudice to existing international law, the norms are not deprived of any legal significance: they lay out possible, timely and widely accepted interpretations or understandings as to how existing due diligence obligations apply to ICTs.

---

180 Ibid, para 13(f) and (k).


182 See Finland, supra note 155.
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8. Conclusion: The way ahead for cyber international law-making

General rules of international law apply by definition to all persons, objects, events and technologies that fall within their scope. Although some of these rules are limited to certain physical or natural spaces, such as air, land, sea and outer space, such limitations cannot be presumed, as international is not ‘domain-specific’. And whether or not such limitations are found, they cannot, in and of themselves, exclude what we often call ‘cyberspace’.

For one thing, the concept of ‘domain’ is not exclusionary, but fulfils a didactic function. For another, ‘cyber’ is not a space or domain, at least not like traditional physical space. Instead, it is a set of digital technologies, spread across multiple territorial boundaries and domains, which have been built by human beings to address different individual, social, political, cultural and economic needs. Even if their use has led to unique technical advances and human experiences, their impact remains very much grounded in the real world, ultimately affecting individuals and societies across the globe. Lastly, as domestic legal systems, international law does not discriminate on the basis of technology: it applies to each and every tool used by states or non-state actors in situations that fall under its extensive scope of application. As such, there is no question that international law applies to the Internet and other digital information and communications technologies – in their past, present and future iterations.

Granted, unlike history, international law can be re-written, provided that states agree to new rules by treaty or customary international law. However, the law that has been developed so far remains there, until such time as new rules will be developed. General rules and principles of international law continue to govern state behavior, irrespective of the technologies used. Should states decide to engage in a law-making effort, either aimed at one or more new treaties, or at the creation of new rules of customary international law through general practice
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accepted as law, they must be aware that they are not building on a legal vacuum, but on the foundations of a wealth of existing binding rules. These rules have not only been affirmed but continue to be overwhelmingly applied and respected by the vast majority of states in the ICT environment, whether they expressly admit it or not.
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1. Introduction

As will be discussed in more detail throughout this report, though the nature and scope of ‘due diligence’ is contested, there is no question that the concept is, in essence, about harm prevention, mitigation and redress. And to the extent that it applies to states’ use of ICTs, a preliminary factual question that arises is what types of ‘cyber harm’ the concept may cover. Put differently, against which factual background might states’ exercise due diligence in their use of ICTs? We delve into specific harm thresholds under international law in Chapter 4. But before turning to legal concepts of harm and the standard of diligence that states must exercise in vis-à-vis ICTs, in this chapter, we set the scene with a discussion of the current landscape of ‘cyber harms’, i.e., the principal harms or risks that might materialise to or through ICTs. This landscape is characterised by an increased reliance on ICTs and other digital technologies for the exercise of public and private functions. Yet the widespread use of ICTs also leaves us more exposed to vulnerabilities which may cause accidental damage or can be exploited by malicious actors seeking to cause harm to different entities, objects or spaces.¹

Unpacking the key aspects of this landscape will allow us to clarify key terms in the area, as well as to illustrate and shape the legal analysis that follows. To do that, we first identify the different ICT layers that might be targeted or otherwise suffer some kind of harm as a result of cyber activity, i.e., hardware, software, data and persons. Second, we classify the harms that one or more of those layers might suffer on the basis of on the quality or attribute affected: integrity, availability, confidentiality and content, for software, hardware and data, or tangible and non-tangible damage, for persons. Fourth, we apply this taxonomy in discussing common categories of cyber operations, such as distributed denial of service attacks, ransomware, spyware and remote access trojans. Lastly, we unpack the different actors – states,

non-state groups and individuals – and relationships that might arise around these different cyberoperations.

2. Harm to different ICT layers

There is much talk and hype around the concepts of ‘digital battlefield’ and ‘cyberwarfare’, which in the US, for example, have fuelled prophecies and warnings about a possible ‘cyber Pearl Harbor’.\(^2\) This and other more visible threats, such as cyberattacks against hospitals, power plants and other critical infrastructure, have also led to speculation that a ‘cyber Armageddon’, ‘digital doomsday’ or ‘cyber catastrophe’ is likely.\(^3\) These predictions are yet to materialise, and many cybersecurity and policy analysts are sceptical that they ever will.\(^4\) In particular, a report commissioned by the Organisation for Economic Co-operation and Development concludes that few single cyber incidents have the capacity to lead to a ‘global shock’ – an event of a scale comparable to a pandemic, a natural disaster or an international financial crisis that has transboundary implications.\(^5\) Though public and private entities are increasingly dependent on the Internet to carry out their daily activities, experts note that its decentralised and multi-layered architecture is such that it will be hard to hit all core networks, links and routers at once. Likewise, some believe that, as in the nuclear weapons context, the promise of mutually assured destruction through cyberweapons and cyber offensive capabilities will deter destructive cyber operations carried out by criminals and states.\(^6\)

---


\(^3\) Martin Courtney, ‘Digital Doomsday’, *Engineering & Technology Magazine*, 8 October 2019, available at [https://eandt.theiet.org/content/articles/2019/10/digital-doomsday](https://eandt.theiet.org/content/articles/2019/10/digital-doomsday).


Yet the interconnectivity and interdependence across ICTs – public and private, military and civilian – mean that existing crises and catastrophes can either be magnified or mitigated by cyber activity. This is precisely what has occurred in the context of the COVID-19 pandemic. On the one hand, online services have alleviated the socio-economic impact of the health crisis. On the other, vulnerabilities in critical public services, such as hospitals, essential business and research activities, such as vaccine development and distribution, and individuals has been exploited by a range of cyber criminals, including nation-state actors.

In this section, we explore the locus of vulnerabilities which could lead to similar events, that is, the different ICT layers which may be directly targeted or collaterally affected by harmful cyber operations.

a. Harm to software

It is fairly common for malicious cyber operations to target or affect software. This is because by gaining access to and altering a software’s so-called ‘source code’, whether by rewriting it or inserting new lines of code, perpetrators may be able to change the way in which a programme operates. As explained in Chapter 1, code or, more precisely, algorithms are the instructions or commands written in programming language that create and govern the operation of software. Malicious code, thus, is an umbrella term to describe code used to directly target, affect and cause harm to software which different actors, public and private, rely on. As we discuss in more detail in Section 4 below, the use of malicious code can take the form of a variety of well-known types of harmful operations, such as viruses, worms, Trojan horses, backdoors, malicious content and data leakage.
These codes can either be software themselves, i.e., auto-executable applications or malware, or simply web scripts designed to create system vulnerabilities and subsequently upload malware.\(^\text{10}\) In essence, operations targeting software code may not only aim at the programme in and of itself but can be, and usually are, the entry point to affecting other ICT layers, such as data, hardware and, most importantly, individuals. This is especially true for pirated software, which are even more susceptible to malware.\(^\text{11}\)

Crucially, software comprises not just the ordinary programmes that we run in our computers to generate text, images or calculations. It is everywhere on the Internet: from web browsers and networked applications, such as emails, search engines and social media platforms, to desktop programmes connected to Internet and the software that runs routers, servers and Internet of Things (IoT) devices, including self-driving vehicles, Amazon shopping, home and industrial appliances, such as sensors, thermostats and control valves in water treatment and energy distribution systems.\(^\text{12}\)

In fact, software pervades all so-called ‘layers’ of the most used network model or protocol, namely TCP/IP, which stands for Transport Control Protocol and Internet Protocol. From the least to the most sophisticated, these layers are (see Figure 1): i) the Link layer, which connects computers, smartphones or other devices to the local area network (LAN) via wired (e.g. fibre optic cables) or wireless connection (radio waves or satellite); ii) the Internet or Internetwork layer, in charge of identifying and routing ‘data packets’ (i.e., fragments of information broken down into binary code) by assigning ‘IP addresses’ to different networks or devices and ensuring that sender’s message arrives at its destination, regardless of the route taken; iii) the Transport layer, which finds the best path to deliver data packets across network connections and routers around the world, whilst ensuring
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the integrity of those packets; and iv) the Application layer, which, as the name suggests, corresponds to web applications that allow the end user to actually interact with and communicate through the Internet, including the World Wide Web (WWW) application and its browsers, mail applications and other networked applications which enable the sender (or ‘client’) to connect with its destination (i.e. the server) which may be located in any other network around the world.\textsuperscript{13} All these different layers operate following a number of protocols, i.e., a set of rules or specification that define the way in which they communicate and function, which are then implemented through various programmes and in different ways using an appropriate programming language.\textsuperscript{14}

Figure 1: The TCP/IP Model of the Internet’s layers.  
Source: https://www.ccnablog.com/tcpip-and-the-osi-model/. Creative Commons Attribution License (reuse allowed)

\textsuperscript{13} Charles R. Severance, Introduction to Networking: How the Internet Works (Creative Commons, 2015), at 13-21.  
\textsuperscript{14} Ibid, at 75, 83.
For instance, the HyperText Transfer Protocol (HTTP) connects web clients to web services located through the Uniform Resource Locator (URL). It enables web browsers to retrieve websites on the Internet, containing text, images, audio or video, by using their IP addresses or web domains, which are assigned by another protocol called Domain Name System (DNS). The HTTP protocol contains around 350 pages of rules and can be implemented in programmes such as web browsers, including Internet Explorer, Safari or Google Chrome, by using a variety of programming languages such as C, Python or Java. Likewise, the Simple Network Management Protocol (SNMP) is a framework used for managing a variety of devices, i.e. physical objects, which are connected to the Internet but have limited or lacking user-interfaces. Examples include servers, Ethernet switches, routers, as well as the increasingly common (and pervasive) IoT devices, such as sensors, valves, power supplies (UPSs) and power distribution units, home appliances and even medical equipment. The SNMP protocol is implemented in network management or monitoring software, such as SolarWinds’ Orion Network Performance Monitor, and Datadog’s cloud-based system, using programming languages such as Java.

Given the pervasiveness of software on the Internet and other ICTs, a significant number of malicious cyber operations to date have targeted different networked applications. Perhaps the most prominent among these are the 2007 ‘cyberattacks’ on Estonia, attributed to Russian supports who protested the relocation of a Soviet-era statue.

---
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in Tallin. The operation targeted a number of websites belonging to the government, the president, the parliament, police, banks, Internet service providers, online media, small businesses and local governments. Different methods were used to overwhelm their web, e-mail and DNS servers as well as routers, such as the excessive sending of troubleshooting (‘ping’) messages, normally used to test connectivity using the Internet Control Message Protocol (ICMP), email spams, false web queries, website defacement and system hacking through insertion of malicious on different websites.

Harms to software have become all the more prominent with the advent of brand-new applications whose uses, vulnerabilities and impact are only partly known. Examples include a) automated software feeding on Big data available on the Internet, such as search engines and text-generators using machine learning technology; b) Blockchain, also known as distributed ledger technology, which leads to decentralised decision-making in different applications, such as software developed for commercial transactions; and c) cloud computing, whereby data and computer power used for software are stored online by a third party.

Yet, as the 2007 Estonia cyberattacks illustrate, malicious cyber operations targeting software often go beyond the ‘logical’ layer of cyberspace or ICTs to affect hardware, data or persons. In fact, software is often just a vehicle to harm other ICT layers, to which we now turn. Simply put, it is usually virus or parasitic code which either destroys or distorts the internal workings of the hardware which it attacks.

---
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b. Harm to hardware

Computer ‘hardware’ refers to the physical parts of a computer and related devices. This includes the central processing unit (CPU), the motherboard, computer storage, the computer case, its monitor, keyboard, mouse and the various circuits and wires that connect them together. But in the age of smartphones, smartwatches and IoT, hardware goes well beyond mere computer parts to include a range of digital devices, many of which are connected to local networks or the Internet. At their lowest level of abstraction, hardware components tend to follow the architecture developed by Jon von Neumann, which consists of five main parts: memory, the arithmetic logic unit, input devices, output devices, and the control unit.

Cyber operations targeting or affecting hardware may occur in two principal ways. First, and less frequently these days, operations may directly target hardware by placing physical devices onto it, such as wiretaps, plugs, USB keys, or by physically manipulating hardware, as is the case of introducing external or internal Trojans, i.e., changes to the circuitry of an integrated circuit, manufacturing hardware backdoors for malware or other penetrative purposes, signal interference or jamming, overheating or power outages.
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An (in)famous example of such physical hardware operations came to light through the ‘Edward Snowden revelations’ in 2013: the United States (US) National Security Agency (NSA) requested a number of commercial technology companies to insert secret surveillance backdoors in their products, particularly mobile phones and laptops, so as to enable the NSA and other agencies, such as the UK’s intelligence agency, the Government Communications Headquarters (GCHQ) to scan large amounts of traffic without a warrant. These backdoors included USB cables with spy hardware and radio transceiver packed inside. Similarly, the same revelations disclosed that GCHQ had installed over 200 taps or ‘intercept probes’ into transatlantic fibre optic cables crossing British shores. This enabled the agency to collect vast amounts of telephone and online data, including recordings of phone calls, the content of email messages, Facebook entries, and users’ browsing history, many of which were shared with the NSA and other members of the Five Eyes alliance, i.e., Canada, Australia and New Zealand.

Second, cyber operations seeking to cause harm to hardware have increasingly used different types of software to reach a number of core computer components and other physical devices, as discussed in the previous section. In particular, many such operations consist of malicious code or physical devices targeting firmware, i.e. a less sophisticated type of software permanently embedded in hardware devices, such as a keyboards, hard drives, USB keys, cameras, printers and even remote controls. Hardware and almost all electronic devices
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depend on firmware to function, as it gives them basic instructions as to how to communicate with other devices and perform basic functions, such as input/output tasks. Firmware attacks have been and can be used to insert malware into an operational system, collect data, remotely create a command-and-control channel to the infected device, and temporarily or permanently disable a device, such as a server. An example of this type of operation are the so-called ‘evil maid’ attacks, whereby someone with physical access to a computer inserts a backdoor or rootkit device to, inter alia, exfiltrate or tamper with hard disk data, bypass security functionalities, and compromise computer hardware components.

But unlike firmware attacks, other types of software can be used to compromise hardware devices without requiring someone to physically have access to a computer. This is notably the case of cyber operations against devices connected to the Internet via wired or wireless connection, such as IoT home and industrial appliances. Worryingly, as noted earlier, to reduce costs and improve effectiveness, such devices are increasingly employed in critical services or infrastructure, such as water distribution systems, power plants, electrical grids, fuel processing facilities, telecommunications infrastructure, public transport, and the healthcare sector. In the case of industrial processes, devices are usually remotely controlled via Industrial Control Systems (ICS), ranging from a few controllers to larger systems, such as supervisory control and data acquisition (SCADA) systems or distributed control systems (DCS), and programmable logic controllers.
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(PLCs). This means that their operation is vulnerable to infection by malicious code through the Internet and other networks, including those carried in email accounts, downloads, servers, and online databases.

This is precisely what happened in the 2013 Stuxnet attack against Iranian nuclear centrifuges and the 2016 winter electricity blackouts in Ukraine. In the former, a computer worm first infected Microsoft Windows machines and networks over the Internet (or via USB sticks), replicating itself until it reached the Siemens Step7 SCADA software and the PLC systems which controlled Iran’s high-speed nuclear enrichment centrifuges, at which point the worm exfiltrated information on industrial systems and caused one-fifth of centrifuges to tear apart. In the latter, perpetrators orchestrated a spear-phishing campaign whereby malicious software hidden in an attached Microsoft word document was delivered to the email accounts of IT staff and system administrators of Ukrainian power distribution companies. When downloaded, the malicious code infected machines and opened a backdoor which was subsequently used to map networks and credentials that employees used to remotely connect to power supply SCADA networks through Virtual Private Networks (VPN). This enabled the perpetrators to reconfigure the backup power supply. Malicious firmware was also installed on Ethernet energy converters to prevent workers from sending commands from the SCADA network to take a number of power substations off the grid.
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For some cybersecurity experts, ICS, other operational technology used to control devices, and geospatial information, rather than the IT networks and applications used to attack them, are the ‘crown jewels’ that states should be protecting. Thus, whether or not ‘Cyber Pearl Harbor’ or ‘digital Armageddon’ are looming in our horizons, it is clear that cyber operations against hardware devices used for a number of essential or critical service have already caused serious harm and disruption, and risk wreaking further havoc. In this regard, states and IT companies should keep a close eye on the recent SolarWinds hack. Whilst its most visible and talked-about aim appears to be the exfiltration of data belonging to IT companies and US governmental agencies, the perpetrators chose to target a network monitoring software which follows the SNMP protocol to exert operational control of a number of physical devices, including those found in US power grids and nuclear facilities. Whether this software was purposively breached to gain control of critical devices remains to be see.

c. Data Harms

‘Data harms’, i.e., harms to or through data, are usually associated with the deletion or adulteration of digital information. This is so for a number of reasons. First, there is little doubt that, if data is destroyed or altered, it may no longer hold its original value. Thus, as we discuss in Section 3 below, ransomware operations, such as Wannacry and NotPetya, have thrived on the threat of data deletion. Second, deletion or adulteration of data used by critical infrastructure, such as election ballot counting systems, or even the threat thereof, can be especially disrupting. For instance, allegations of Russian intrusion into voter-registration systems, state and local election databases, electronic poll
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In recent years, acts of cyber espionage and interference in the voting systems of the United States and other countries have raised concerns about the integrity of electoral processes. The 2016 US elections, in particular, have been subject to significant scrutiny and controversy. Allegations of foreign interference in the 2016 election, along with subsequent disputes over the legitimacy of the results, continue to provoke heated debates and raise questions about the role of digital technologies in shaping the political landscape.

Despite official reassurances from the US Cybersecurity and Infrastructure Security Agency (CISA), which declared that the 2020 election was the most secure in history, allegations of foreign interference in the voting systems have persistently generated public discourse. While some argue that such acts are merely cyber espionage, which is legally permissible under international law, others maintain that the production and publication of certain types of digital content can be harmful to the data obtained.

In the aftermath of the 2020 election, the legitimacy of the results has been challenged by a variety of actors, including those involved in the storming of the US Capitol. The election has also been characterized by widespread misinformation and disinformation, which have been extensively documented and analyzed.

This landscape of cyber threats continues to evolve, and policymakers and legal scholars are grappling with the complex legal and ethical questions that arise from the intersection of digital technologies and political processes. Understanding the nature and extent of cyber harms and the relationships they engage is crucial for developing effective strategies to protect against such threats.
In the case of sensitive or confidential information, the mere fact that data has been exposed to non-authorised users may signify a permanent loss of its value. To illustrate, attempts to ‘steal’ or breach the confidentiality of data relating to a number of COVID-19 vaccine candidates were widely reported in the media and in official documents. If successful, those attempts could have tampered with clinical trial results and thus jeopardised the entire process of regulatory approval of the targeted vaccines, for which data confidentiality is key. Indeed, leakage of information about which patients received placebos and vaccine doses could change the behaviour of trial participants in such a way that the trial results would no longer be reliable. And according to cybersecurity experts, even the slightest intrusion in research databases may undermine the credibility of the entire dataset, since it is often difficult to identify the exact pieces of information that were accessed and the full extent of the data breach. Also in the context of the COVID-19 pandemic, IBM uncovered a widespread cyber operation against the vaccine ‘cold supply chain’, i.e., different organisations in charge of ensuring the safe preservation of vaccines in temperature-controlled environments during their storage and transportation. Through a spear-phishing campaign against organisation employees, the perpetrators used malicious code to gain access to sensitive information about vaccine

---
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distribution plans and processes. Although the exact aim of the operations remains unclear, the fact that companies like Pfizer use IoT and GPS-enabled thermal sensors to monitor the location and temperature of vaccine shipments raises a red flag as to the risk of significant disruption and physical harm.

Similarly, whether or not industrial espionage or intellectual property (IP) theft are lawful under international law, the value of the information stolen may never be restored. Antivirus company MacAfee estimates that cyber theft of industrial secrets costs companies around the world between 125–150 billion US dollars. According to the European Commission, costs include lost business opportunities, negative impacts on innovation, increased cybersecurity expenses and reputational damage. And though the financial costs of cyber espionage against the state are much harder to assess, exfiltration or disclosure of sensitive or confidential government information may cause harm well beyond the content layer of ICTs. To give but one example, the whistle-blower website WikiLeaks released secret government data on, inter alia, the identities of informants, human rights activists, journalists and dissidents, US diplomatic cables, documents and messages belonging to the US’ Democratic National Committee. According to then US State Department legal advisor, Harold Koh, the publication of those documents ‘place[d] at risk the

---
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lives of countless innocent individuals’, ‘on-going military operations, including operations to stop terrorists, traffickers in human beings and illicit arms, violent criminal enterprises and other actors that threaten global security’, and ‘on-going cooperation between countries’. 

Relatedly, with the advent of the World Wide Web and the explosion of social media platforms and messaging applications, the dissemination of false or misleading has had unprecedented impact beyond ICTs. In particular, information operations designed to achieve political or strategic outcomes, such as disinformation campaigns, have not only undermined public confidence in online and offline content but also jeopardised the functioning of core public services. Recent examples include the spread of false information about COVID-19, its treatments and vaccines, which lead a number of individuals to die or get seriously ill from drinking bleach or alcohol, and others to dismiss the seriousness of the virus or reject government approved vaccines. Massive disinformation campaigns also occurred in the context of elections or other democratic processes in the US, the UK, Brazil and France.
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In sum, computer data is the core of ICTs, and the sheer variety and frequency of data harms is a testament to its importance for different entities. Significantly, as the examples assessed above demonstrate, harms to or through data may produce wide-ranging effects beyond the technologies with which it is processed. This includes, in particular, economic, social, political, reputational and physical damage to states, non-state entities, such as corporations, and individuals.

d. Harm to Persons

This brings us to arguably the most significant yet overlooked targets of harmful cyber operations: persons, whether considered individually or collectively. The foregoing sections have shown how software, hardware and data can either be the target or the means of commission of such operations. However, behind (or ahead of) the physical, logical and content layers of ICTs are natural and legal persons. As argued in Chapter 1, cyber operations do not occur in a vacuum or virtual reality, but are part and parcel of, and have actual effects in the real world. Thus, whenever harm is caused to hardware, software or data, someone ultimately ‘pays the price’.

As the examples of SolarWinds, Stuxnet and WikiLeaks illustrate, states and companies can suffer both tangible and non-tangible damage as a result of malicious cyber operations. At the very least, significant costs might be incurred to identify and patch ICT vulnerabilities, and to repair or replace the IT products affected. At worse, physical or digital assets, including software, hardware and data, may be lost, damaged or destroyed, and governmental or corporate activities may be seriously disrupted. Cyber operations may also cause harm to the reputation of businesses and public confidence in governments.
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But while cyber harms to states and business justifiably raise serious concerns, legal and policy discourse around ICTs have paid little attention to their impact on individuals. As seen earlier, COVID-19-related operations, such as vaccine data breaches and disinformation campaigns, are a good example of how individuals’ health may be indirectly affected by harms to software, hardware and/or data. Other times, however, individuals are the direct targets of malicious cyber operations. This can have significant implications on their private or professional lives as well as their reputation, freedom of expression, bodily integrity and even life.

For instance, spyware Pegasus was manufactured by Israeli company NSO to target specific individuals. Victims’ mobile phones could get infected by multiple vectors, such as a single click on a malicious link sent by SMS or online applications, messages sent through Apple’s iMessage or missed calls on WhatsApp, without the need for any user interaction.\(^79\) Once installed, the malware subjects individuals to complete surveillance, i.e. it reads the user’s messages and emails, listens to calls, captures screenshots and pressed keys, and exfiltrates browser history and contacts, even if the data is encrypted.\(^80\) It was purchased and used by a number of states and non-state groups against journalists, human rights activists and defenders, lawyers, international investigators, political opposition groups, and other members of civil society.\(^81\) Notably, there are allegations that Pegasus was used by Saudi Arabia to spy on journalist Jamal Khashoggi shortly before his murder and Jeff Bezos, Washington Post owner and Amazon’s former CEO.\(^82\)
The dissemination of sensitive or violent content may also have a direct impact on individuals. This is particularly the case of online hate speech, which is now commonplace on social media platforms. The most shocking example of how it can be used to harm individuals occurred in the context of the Rohingya situation in Myanmar. There, dehumanizing and stigmatizing language against the Rohingya, both online and offline, was a key component of the state-backed campaign to ostracize the group, which may have amounted to genocide, crimes against humanity and war crimes. Since August 2017, when violence resurfaced in Myanmar’s Rakhine state, over 9,000 Rohingya died in Myanmar, including 6,700 violent killings, and more than 700,000 Rohingya refugees have fled to Bangladesh. As noted by the UN Independent International Fact-Finding Mission on Myanmar, ‘[t]he role of social media is significant. Facebook has been a useful instrument for those seeking to spread hate, in a context where, for most users, Facebook is the Internet.’

As of October 2020, it is estimated that 4.66 billion individuals, i.e., 59% of the global population were active Internet users. Of those,


3.96 billion, i.e., 51% of the world population, are social media users. The tendency is that these numbers keep rising.\textsuperscript{89} This means that a significant proportion of civil society faces a daily risk of suffering a range of online harms, direct or indirect. And the seriousness of the harms seen so far is reason enough for greater emphasis to be placed on the human impact of cyber operations.

3. The Nature of Cyber Harms

Harms to different ICT layers may take numerous forms, and it is often the case that one single cyber operation causes different types of harm to software, hardware, data and/or people. Likewise, the same damage to one of those layers may have multiple aspects or implications. For instance, operations seeking to ‘steal’ data may occur by compromising hardware and/or infecting the target system with malicious software or code. And the data stolen may not only be accessed or obtained by the perpetrator(s) but also changed, deleted or rendered inaccessible for the victim. This may cause reputational, financial, psychological or physical harm to the victim(s). Given such variety and overlaps, it is arguably impossible to devise a comprehensive list of all cyber harms or to place them in watertight categories. Yet, for the purposes of this study, it is helpful to classify them on the basis of the attributes, properties, features or qualities of the ICT layer which have been affected in an operation.

a. Types of Harms to Software, Hardware and Data

For harms against software, hardware and data, the most widely used classification divides them into harms against the confidentiality, integrity and availability of the respective layer.\textsuperscript{90} This classification is
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known as the CIA triad, with each attribute or property comprising one pillar of the triad. It was originally devised and has been extensively used in the field of information security (InfoSec), which aims at protecting the various stages or actions required during information processing, storage or transmission, by various means, including technical, organisational, human and legal. Not surprisingly, the classification has featured in cybercrime treaties as well as in legal and policy documents of an increasing number of states and intergovernmental organisations. Given its simplicity, comprehensiveness and widespread use, this is the classification that we adopt in this study with respect to harms against software, hardware and data.

i. Confidentiality

Confidentiality, the first limb of the triad, refers to the protection of software, hardware or data from unauthorised access. In other words, ICT logical, physical and content layers possess this attribute if they

---
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are free from intrusions or penetration by malicious or unauthorised system entities, such as code, software, physical backdoors or individuals. Although confidentiality ultimately seeks to protect the privacy of ICTs’ end-users, the former is just one component of the latter. The importance of confidentiality varies across layers, sectors and end-users, and there are different ways to secure it, as we discuss in Chapter 5.

Even minor breaches of confidentiality of data, software and hardware used for medical or scientific research can undermine public confidence therein, halting regulatory approval of research outputs and their use by the general population. Similarly, IP theft or industrial espionage, whereby the confidentiality of commercial models, formulas, and other ideals is breached, may lead to unfair market competition. Confidentiality is also essential in the public sector, where access to and/or leakage of classified or sensitive government information may, inter alia, compromise law enforcement or military operations, such as those relying on protected informants, and generally undermine public confidence in government, as WikiLeaks has demonstrated. Last, but by no means least, confidentiality of personal information, activity, communications and assets is a key element of individual privacy.

ii. Integrity

When it comes to software, hardware and data, having integrity means being complete, unmodified or sound. In more detail, ensuring the integrity of software means that its source code, i.e., the algorithms that govern its functioning, remains intact or unchanged by unauthorised entities. The integrity of hardware, on the other
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hand, pertains to the absence of physical or functional changes to its components that affect the way in which the device is supposed to operate. Notably, IT supply chain vulnerabilities frequently affect ‘system integrity’, i.e. the integrity of a programme’s code or a computer component, and there are a number of measures that can prevent or mitigate this type of harm. Lastly, integrity in the context of data is the quality of being accurate and consistent over its lifecycle, or free from unauthorised modification.

Harms to the integrity of data, software and hardware may have different implications, depending on the extent of the change, the end-user and the activity in question. For instance, the insertion of malicious code, software or firmware may not necessarily affect the functioning of a programme or hardware, even if system confidentiality is compromised. And some physical changes to hardware, such as the removal or insertion of peripherical computer components, such as cables or keyboards, might not necessarily alter the way in which the device or its applications operate. Similarly, minor changes to data may not necessarily compromise its integrity or value. Yet, in areas such as scientific research and healthcare, the slightest change in datasets, information, application or physical devices may cause significant and irreversible harm to the activity in question and its user.

iii. Availability

In the context of ICTs, availability is the quality of being accessible and useable upon demand by an authorised entity. Although often overlooked, this quality is essential to the performance of any ICT-dependent activity. Indeed, if an ICT layer cannot be used or
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accessed, be it data, software or hardware, it will hardly serve any purpose. But, again, the impact of harms to the availability of those layers will depend on the extent of the malicious operation, its duration, as well as the importance of targeted asset and activity. For instance, if a non-essential government website is taken offline for a couple minutes, its users will not likely suffer any significant harm. Yet, if a power station is switched off even for a few minutes, through attacks against the availability of its software or devices, the harm caused may be significant. In the same vein, if redundant data is made unavailable during a ransomware attack, for example, it is unlikely that the victims will feel the need to pay the ransom. However, if the data targeted is unique and essential to the performance of the activity in question, such as patient data in the context of healthcare services, its unavailability will halt the provision of the services in question.

b. Types of Harms to Persons

As the foregoing discussion evinces, the impact of harms against the confidentiality, integrity or availability of software, hardware or data cannot be discussed in the abstract. Rather, its full extent can only be assessed and appreciated with reference to those who use and benefit from the logical, physical and content layers of ICTs, that is, persons. Yet assessing cyber harms to persons, whether individuals or collective entities, is necessarily a case-by-case endeavour, dependant as it is from factual circumstances, including objective and subjective factors. Thus, if it is hard to comprehensively list and classify harms to software, hardware or data, it is even harder to do the same for people. While this classificatory exercise is beyond the scope of this report, for present purposes, it suffices to raise two key points.

First, harms to software, hardware or data may affect people, including individuals, states or corporations, in tangible and intangible ways. Tangible cyber harms to people range from property destruction or interference to physical harms to the environment, human health, bodily integrity and even life. As mentioned earlier, breaches of confidentiality effected by WikiLeaks threatened the lives of specific
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individuals, and COVID-19 disinformation campaigns have led, directly or indirectly, to significant loss of life. Similarly, a ransomware attack against Düsseldorf University Hospital in Germany during the pandemic was the first to directly result in the death of a patient, who did not resist the forced trip to another hospital after the cyber operation halted the life-saving treatment she was meant to receive.\(^{104}\)

Conversely, non-tangible cyber harms to individuals include harms to privacy, mental health or well-being, education, free access to information or freedom of expression. The recent Blackbaud hack against the student database of a number of UK and US universities is a good illustration of how malicious cyber operations can have a significant impact on individual’s privacy and education.\(^{105}\) In the same vein, states, corporations and non-governmental organisations may suffer non-tangible harm to their finances and reputation as a result of cyber operations against their software, hardware or data. There is no better example of financial and reputational harm arising from a massive cyber operation than the SolarWinds hack, which caused the IT company significant loss of revenue and market value, reputational damage, material loss of customers, a slowdown in business performance and high remediation and legal costs, which, according to some analyst, will lead to a downgrading of the company’s financial ratings.\(^{106}\)

The second and perhaps the most important point worth making at this stage is that, whether or not harms to persons are tangible or intangible, there is no question that operations affecting the confidentiality, integrity or availability of software, hardware or data will somehow be felt by someone in ‘the real world’. To reiterate, ICTs are not virtual creatures, but form a web which pervades all aspects
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of human life, including the public, professional, personal, social and private spheres. The more individuals, states, corporations and other organisations depend on ICTs to perform their daily activities and functions, the blurrier line will be between harms to different ICT layers – logical, physical, content and personal. Two key implications follow on from this. On the one hand, it will be rare to encounter instances where cyber operations causing harm to software, hardware or data will not cause meaningful effects on persons, be those tangible or intangible. At the very least, cybersecurity costs will be incurred to identify the vulnerabilities and the extent of the harm, and, if necessary, to repair them. On the other hand, the distinction between tangible and non-tangible harms to persons is becoming increasingly difficult to draw and rank. Indeed, for an individual or a corporation, it may make no difference if it is their home or data that is destroyed or damaged. Thus, when discussing the various types of cyber harms throughout this report, we include tangible and non-tangible harms to persons and other ICT layers, unless specified.

4. A Typology of Harmful Cyber Operations

The growing exposure of individuals and institutions to the Internet, online resources and other networks has made it easier and less costly for malicious actors to devise and perpetrate cyber operations. Notably, it is estimated that there are currently 980 million types of malware, i.e., malicious software, and that 350,000 new pieces of malware are detected every day.\(^\text{107}\) By the same token, the more interconnected we are, with the exponential expansion of the Internet of Things, the more vulnerable we become to such operations. In fact, there has been a steady increase in malicious cyberoperations, including a 600% uptick in cybercrime due to the COVID-19 pandemic.\(^\text{108}\) Although the number of malware attacks and variants is declining overall, certain types of malicious cyberoperations are on
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the rise. This is particularly the case of IoT malware. While painting a complete picture of the current cyber threat landscape is beyond the scope of this project, a glimpse of the main cyber operations affecting software, hardware, data and persons can help us understand the types of cyber harms that states must be protecting from under international law.

a. Denial of Service (DoS) Attacks

DoS attacks have been known since the 1980s but gained prominence when used during the 2007 Estonian cyberattacks. They consist of cyber operations primarily affecting the availability of computer software, hardware and/or data, either by crashing or flooding systems with multiple unsolicited traffic requests. They are still frequent today and can cause significant harm, especially when multiple compromised computer or device networks, often known as ‘botnets’, are used to perpetrate the attack, in which case they become Distributed Denial of Service (DDoS) Attacks. Botnets are infected through malware, remotely controlled by the perpetrator(s) and then used to send an overwhelming number of connection requests which consume the victim’s server bandwidth. These can disrupt access to a number of Internet applications, such as websites, email systems, or online accounts. With the proliferation of IoT devices, such as smartwatches and sensors, security vulnerabilities have increased and DDoS attacks have grown in magnitude.


113 Ibid.

114 CISA, supra note 111.

115 Ibid.
Among the victims of such operations are essential service providers, such as banks, e-commerce, media companies, or governmental agencies. Though they do not typically result in data loss, they may take victims offline for long hours, resulting in financial and reputational losses. victim a great deal of time and money to handle.

b. Ransomware

Ransomware is usually listed as ‘the number one cyber threat’, given its frequency, pervasiveness and impact. It is a type of malicious software that encrypts the victim’s data and demands a ransom payment to restore access thereto. It can affect computer servers, desktops, laptops, tablets and smartphones, often spreading across networks to other devices. If the ransom is not paid, the data or access thereto may be permanently lost. Multiple vectors can be used to target victims’ systems, such as email attachments, phishing messages, or pop-out pages. These types of attacks are on the rise as it becomes increasingly easy for perpetrators to obtain the necessary malware on the Dark Web. According to a 2020 European Union Agency for Cybersecurity (ENISA) report, 2019 saw a 365% increase in ransomware attacks against businesses when compared to 2018, which resulted in over €10 billion paid in ransoms.
Worryingly, the same report found that 66% of healthcare organisation have experienced such types of malicious cyber operations in the same year.\textsuperscript{123} Indeed, healthcare institutions are among the most vulnerable targets of ransomware, given their dependence on patient and medical data, the impact of their loss on human life and health, and the urgency to pay the ransom to recover them.\textsuperscript{124} Thus, ransomware operations not only cause financial and reputational losses to businesses and government agencies, but may cause physical and psychological harm to individuals.

As mentioned earlier, the first death directly linked to a cyber operation was caused in 2020 by a ransomware attack on Düsseldorf University Hospital in Germany, during the COVID-19 pandemic. Back in 2017, the WannaCry ransomware targeted one-third (at least 80 out of the 236 trusts) of the UK’s National Health Service (NHS) Trusts, as well as 603 primary care and other NHS organisations, including 595 GP practices.\textsuperscript{125} This resulted in a 6% decrease in hospital admissions, including 1100 emergency patients, 3800 fewer in-patient emergency attendances, and 13,500 out-patient appointment cancellations.\textsuperscript{126} Although none of the affected hospitals paid the ransom, the disruptions costed an estimated £5.9 million.\textsuperscript{127} By exploiting a vulnerability on Microsoft Windows 7 operating system, the WannaCry ransomware affected 230,000 computers across 150 countries, many of which belonged to major public and private organisations such as Russia’s Ministry of Interior, Spain-based Telefonica, America’s FedEx, France’s Renault, German railway company Deutsche Bahn, Chinese universities, and

\begin{itemize}
\item \textsuperscript{123} Ibid.
\item \textsuperscript{127} Ibid, at 2.
\end{itemize}
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Brazilian-Chilean Airlines LATAM.\textsuperscript{128}

Similarly, later on in the same year, the ransomware known as ‘NotPetya’ targeted government institutions and corporations worldwide. Targets included Danish shipping company Maersk, all of whose business operations were affected, and Ukraine’s main airport, state banks and even the Chernobyl nuclear power plant, whose automatic Windows-based sensors were shut down, forcing the site to monitor radiation levels manually.\textsuperscript{129}

Cybersecurity experts predict that ransomware attacks will cost between USD 20 billion and 6 trillion annually by 2021.\textsuperscript{130}

c. Spyware and other surveillance operations

Spyware is a broad term used to refer to malware that covertly exfiltrates the victim’s data once installed in a computer, smartphone or another device.\textsuperscript{131} It is one of the most common threats to Internet users, targeting especially individuals, alone or in bulk.\textsuperscript{132} Spyware’s capabilities range from monitoring one’s Internet activity and tracking login credentials to accessing encrypted messages and calls.\textsuperscript{133} The bulk of spyware activity is aimed at financial gain by obtaining


\textsuperscript{133} Ibid.
credit card numbers, banking information and passwords. But, as seen earlier, many spyware and surveillance operations exploiting software or hardware vulnerabilities have political aims, targeting certain classes of individuals, such as human rights activists, minority groups or journalists, as well as government entities or public figures. Thus, although the direct impact of spyware is the breach of data confidentiality, such operations may cause economic, reputational, psychological and even physical harm to individuals whose information may be extracted used for malicious purposes.

We tend to associate bulk or targeted electronic surveillance operations with sophisticated malware and devices, such as the ones employed in the surveillance programmes of the US’ NSA and Central Intelligence Agency, the UK’s GCHQ and the Russian System for Operative Investigative Activities. More recently, concerns were raised about government misuse of different mobile surveillance methods, including stealthy Pegasus spyware, developed by the Israeli company NSO, British-manufactured fake cell towers which

---

134 Ibid.


143 See supra notes 79, 80, 81 and 82.
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intercept mobile calls, known as International Mobile Subscriber Identity catchers or Stingray, and Deep Packet Inspection devices, which monitor, analyse and redirect Internet and other network traffic. Nevertheless, there is a wide range of simpler spyware and electronic surveillance techniques spread across the internet which tend to receive far less attention from states and the media. Examples include: a) adware, which is often built into free software or websites to monitor the user’s online activity and display targeted ads, whose most prominent iteration are website cookies, which track and record users’ personally identifiable information and Internet browsing habits; and b) keyboard loggers, which tracks users’ physical or digital keystrokes usually to steal credentials or other personal information; and c) facial and affect recognition software, which has been used by some states to target minority groups, such as the Uighurs in China.

d. Remote Access Trojan (RAT) or Backdoors

Remote Access Trojan (RAT) is a type of malware that allows the perpetrator(s) to gain unauthorised access into the victim’s computer or device and remotely control it undetected. This access is known as a ‘backdoor’. Once opened, the backdoor allows for a wide array of malicious operations, including breaches of data confidentiality or integrity, such as the monitoring of user behaviour or file deletion, as well as harms to software and hardware integrity, availability


146 Mello Jr. and Software Lab, supra note 131; Gillis, supra note 132.
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and confidentiality, such as permanent changes to source codes or destruction of hardware devices.\textsuperscript{149}

This type of malware can be installed through several vectors, such as email attachments, web links or download packages, which are often blended with social engineering tactics or temporary physical access to the victim’s computer or device. RATs have increased in number, variety and scope with the proliferation of IoT devices, which can be used either as vectors or targets of such backdoors.\textsuperscript{150} Recent examples of RAT attacks include the SolarWinds hack, where software vulnerabilities allowed backdoors with remote access to be spread across software users,\textsuperscript{151} the attack on the Ukrainian power grid in 2015, which used the ‘BlackEnergy’ malware to take control of power grid operators,\textsuperscript{152} the hacking of Hillary Clinton’s 2016 presidential election campaign,\textsuperscript{153} and of the email accounts of Bellingcat’s open-source researchers investigating the missile strike on MH17 and the Skripal poisonings.\textsuperscript{154}

e. Computer Viruses and Worms

A computer virus is a type of malware that is inadvertently triggered or activated by the victim, to self-replicate and propagate into the operational system that it has infected.\textsuperscript{155} Viruses can corrupt or
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destroy the host’s programmes, as well as disrupt access, corrupt or destroy data.\textsuperscript{156} They are usually spread through file exchange applications, downloaded files, email attachments, and USB drives.\textsuperscript{157}

Conversely, worms do not need user activation or trigger to infect and self-propagate into the victim’s computer or device – they are self-executable.\textsuperscript{158} Moreover, they do not spread through executable files or applications, but by exploiting network vulnerabilities, such as missed operational system updates or software patches.\textsuperscript{159} This means that they spread quickly across an entire network, including the Internet at large.\textsuperscript{160} Worms are versatile types of malware: they can modify, delete or steal data, install additional malicious software, overload system resources, such as hard drive space or bandwidth, and install a backdoor, allowing the perpetrator to gain control over a computer and its system settings.\textsuperscript{161}

f. Content-based cyber operations

We use the term ‘content-based cyber operations’ to cover activities which exploit the content layer of ICTs by generating and/or disseminating harmful content to users, including the victim and the general public. For present purposes, harmful content includes violent, discriminatory, misleading and false information. As this definition suggests, there is a multitude of content-based cyber operations already taking place on the Internet and other ICTs, and infinite possibilities remain in the way that digital content can be used to cause harm. In this report, we have selected three of the most recurrent


\textsuperscript{157} Ibid.

\textsuperscript{158} Kaspersky, ‘What’s the Difference?’, supra note 155.


\textsuperscript{160} Varonis, supra note 156.

and harmful content-based cyber operations, which might be subject to a variety of international legal obligations: i) social engineering operations, such as phishing and biting; ii) cyber-enabled information operations, such as online mis and disinformation; iii) and online hate speech.

Social engineering operations or attacks are usually not an end in themselves, but part of a bigger operation in which they act as the gateway to malware and more harmful cyber operations. As their name suggests, those operations are based on human interaction, including human-to-human and machine-to-human, and the use of psychological manipulation to achieve malicious purposes. In short, social engineering operations exploit human error rather than software or hardware vulnerabilities. And they are used in 98–99% of malware operations. A prominent and recent example is the COVID-19 vaccine ‘cold supply chain’ attack. This attack was triggered by false email messages purporting to be from a reputable source and containing a malicious link which were sent to employees of companies that support the process of vaccine distribution around the world and are associated with the World Health Organisation’s international vaccine alliance, i.e., Gavi’s Cold Chain Equipment Optimisation Platform (CCEOP). Social engineering operations may take a variety of forms, such as: i) phishing, which is the most common of its kind and consists of email or text messages aimed at obtaining credentials or attracting the victim to click on a malicious link or an attachment by causing fear, a sense of urgency or curiosity; ii) spear phishing, in which the phishing campaign targets specific individuals or organisations; iii) baiting, where the victim is lured to give in credentials, click on a malicious link or download malware by an offer of free goods, such as music downloads; and iv) pretexting, whereby the perpetrator gains a victim’s trust and exfiltrates credentials or

---


164 See supra notes 66 and 67.
other personal information by creating a fabricated story which sounds trustworthy.165

While traditionally associated with war propaganda and other military psychological operations (often labelled as ‘information warfare’), cyber-enabled information operations have gained renewed interest and prominence in war and peacetime with the advent of the Internet and social media platforms.166 In the military context, these operations have aimed at influencing, disrupting, corrupting, or usurping the decision-making of adversaries, including combatants and civilians.167 But beyond being a war tactic, they have become a common tool of social and political disruption in the hands of state and non-state groups. Like to social engineering operations, cyber-enabled information operations use true, misleading or false content or information to exploit or influence personal opinions, emotions and behaviour.168 These operations normally take place in three so-called dimensions or planes, namely, i) the ‘physical world’, which refers to the use of hardware or computer devices and the tangible or non-tangible impact on organisations and individual; ii) the content or information dimension, which comprises the collection, processing, storage and dissemination of content and the flow of information between network users; and iii) the cognitive dimension, where the desired impact on human decision-making takes place on the basis of how information is perceived.169 Cyber-enabled information operations may take a variety of forms, but their most common types are: i) online propaganda, that is, the dissemination or propagation of true, misleading or stolen ideas, information or narratives that intended to influence a group of individuals; ii) disinformation, i.e., the intentional manipulation or

---


169 Theohary, supra note 167, at 1.
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influencing of individual or public opinion through false or misleading information, usually through false accounts or ‘bots’, known as ‘trolls’; and iii) misinformation, which refers to the unintentional spreading or forwarding of misleading or false information by individuals or bots, usually on social media or through messaging applications.\textsuperscript{170} Examples of orchestrated and highly disruptive mis- and disinformation operations are the recent conspiracy theories about coronavirus and the various COVID-19 vaccines spread on social media platforms.\textsuperscript{171}

As indicated earlier, online hate speech can cause significant physical and psychological harm to individuals whilst causing social, political and cultural division in affected communities. ‘Hate speech’ is not a legal term of art and there is no single, unified definition to the term. Yet it is often used in general and expert discourse to refer to the oral or written dissemination of ideas that dehumanise or attack the dignity of groups or individuals belonging to a group, including by inciting hatred or violence against them.\textsuperscript{172} Hate speech has been a constant, if not inescapable feature of mass atrocities committed at least since the 20th century, such as Armenian massacre in Turkey, the Holocaust, the ethnic cleansing campaign in the Former Yugoslavia and the Rwandan genocide.\textsuperscript{173} In all those instances, derogatory language was disseminated on the mass media to create the circumstances conducive to violence. It eventually led to some of the most serious human rights abuses and atrocity crimes, such as genocide, war crimes and crimes against humanity. More recently, social media and other online platforms, such as private messaging applications, have been widely used as vehicles of hate speech, giving it an unprecedented dimension.


\textsuperscript{171} See supra note 75.
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and impact.\textsuperscript{174} It can and has led to life-threatening violence and, more generally, threats democratic values, stability and peace.\textsuperscript{175} This impact has been recently put on the spotlight with Donald Trump’s hateful rhetoric on Twitter, which likely incited the January 2021 US Capitol riots,\textsuperscript{176} COVID-19-related online speech,\textsuperscript{177} stigmatising and blaming groups for the consequences of the pandemic, as well as the continuous expression of hatred and discrimination against the Rohingya people on social media platforms around the world.\textsuperscript{178}

5. Different scenarios

The foregoing cyber operations and their ensuing harms may implicate different actors, including states, non-state groups and individuals, in a number of different scenarios to which international law, particularly protective obligations requiring states to prevent, stop or redress harm, might apply.

First and foremost, any such operations and harms may directly originate from one state’s organs or entities and target another state’s government, territory or population. This is a traditional state-to-state operation which depends on its attribution to the origin state under the customary rules reflected in Articles 5 to 11 of the International

\textsuperscript{174} HRC, supra note 172, para 1; UNSG, supra note 172, at 1.

\textsuperscript{175} UNSG, supra note 172, at 1.
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Law Commission (ILC)’s Articles of Responsibility for Internationally Wrongful Acts. However, unless the operation is openly carried out or endorsed by an official state organ or agent, which is rare, it will be extremely difficult to legally attribute it to a state. This is so for a number of reasons. In particular, the Internet has a decentralised architecture, which is based on user-anonymity and efficient but unpredictable Internet routes (see Figures 2 and 3). This architecture, coupled with the rising use of spoofing or re-routing techniques, which masque the origin of online communications, makes it factually difficult to identify the individual or entity behind a cyber operation, even if one can trace the IP address and territory from which it emanated. In addition, the legal threshold for attributing the conduct of private entities or individuals to a state is very high and demanding, requiring complete dependence or effective control by the state vis-à-vis each particular operation. Not surprisingly, this means that states tend to carry out harmful cyber operations through proxies.

Given the difficulty to identify state-to-state cyber operations, at least legally or formally, many such operations take the shape of a private group or entity (whether or not supported by the host or territorial state) targeting individuals, objects or governmental entities in one or more foreign states.

179 ILC, Articles on Responsibility of States for Internationally Wrongful Acts, GA Res. 56/83 of 12 December (ARSIWA).


181 VPNs have now become common place assets, a trend which has been further increased by the need for remote work during the COVID-19 pandemic. For e.g., according to Google trends, the global popularity of the search term “vpn” rose steadily over the past 10 years: https://trends.google.com/trends/explore?date=2011-02-09%202021-02-09&q=vpn, accessed 14 March 2021.
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Again, due to the decentralised architecture of the Internet, whose links cross multiple boundaries, it is often the case that cyber operations perpetrated by states or non-state entities transit through at least one third state before reaching their final destination. Transit, in this context, means the flow of data packets through routers, servers, and cables located in another state. This necessarily takes place if the information being accessed, i.e., received or sent, is stored in a computer server or host located abroad. As of June 2020, the highest concentration of Internet hosts could be found in North America, Europe and Japan,\(^{185}\) with Google and Microsoft at the top of list of companies with most servers.\(^{186}\)

---
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At the same time, we may also find purely or primarily domestic scenarios, where an individual or group located in one state targets objects, individuals or entities located in the same state, usually using links and routers located in the same state or satellite connection.

And it is important to bear in mind that, in these various scenarios, harms caused in a state’s territory rarely only affect governmental entities but likely impact upon the rights of private entities, including, in particular, individuals and corporations.
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6. Conclusion: The landscape of present and future ICT threats

Even if we remain sceptical as to the possibility of a ‘cyber doomsday’, i.e. one or more cyber operations leading to world-wide global shock, the current ICT landscape is already marked by a variety of harmful cyber harms affecting software, hardware, data and, most importantly, natural and legal persons. As the international community becomes all the more dependent on ICTs, its vulnerability to malicious cyber activity grows in surface.

Various classifications have been devised for cyber operations and the harms that arise from them. However, for the purposes of assessing the application of international law to ICTs, we find that a helpful taxonomy of cyber harms is to divide them into the ICT layers that they affect – hardware, software, data and persons. In the same vein, based on the quality or attribute that these operations compromise, existing and potential harms spam breaches of confidentiality, integrity and availability of hardware, software and data, as well as tangible and non-tangible damage on natural and legal persons.

Different types of cyber operations affect one or more of those layers in multiple ways, and they include (D)DoS attacks, ransomware, spyware, RATs, viruses, worms and content-based operations. We concluded that whether or not they are carried out by exploiting vulnerabilities in hardware, software, data or people, their impact on individuals is real. These may be carried out by states or non-state groups and might well transit through others states before targeting individual or governments abroad.

The sheer variety and impact of cyber harms calls for greater emphasis on their prevention and mitigation. As we shall see in the following chapters, international law is not indifferent to this state of affairs. Whether or not cyber wars and catastrophes loom on the horizon, several rules of international law require states to prevent, stop and redress cyber harms.
Sovereignty and jurisdiction over ICTs
1. Introduction

Any analysis of states’ protective duties in cyberspace and beyond would not be complete without recalling the foundation on which such duties are built, i.e., the concept of state sovereignty. When it comes to interpreting rules of international law applicable to ICTs, in this report especially with respect to protective obligations establishing a due diligence standard, sovereignty and the related concept of jurisdiction play a double role. On one side, they identify the duty-bearer of those obligations, the sovereign entity with responsibility for preventing, halting and redressing the relevant harmful cyber operations. On the other side, sovereignty and jurisdiction impact the extent to which a State is protected against foreign incursions on its own cyber infrastructure. The following two sections will expand on this double function, by focusing first on delineating States’ sovereign rights and duties in the use of ICTs, and secondly on States’ jurisdictional reach in cyberspace.

2. Sovereign Rights and Duties over ICTs

Sovereignty is often meant to designate ‘the whole body of rights and attributes which a state possesses in its territory, to the exclusion of all other states, and also in its relations with other states.’ In the relations between states, sovereignty is also described as ‘independence in regard to a portion of the globe’, that is, ‘the right to exercise therein, to the exclusion of any other State, the functions of a State’. As such, sovereignty is the defining feature of statehood and commonly associated with the authority and power which a state wields in its internal and external relations.

1 Individual Opinion by Judge Alvarez in Corfu Channel Case (United Kingdom v Albania), Judgment, 9 April 1949, ICJ Reports (1949) 39, at 43.


3 Cf. Individual Opinion of Judge Anzilotti in Customs Regime between Germany and Austria, Advisory Opinion, 5 September 1931, 1931 P.C.I.J. (ser. A/B) No. 41 (Sept. 5), at 57; Besson, supra note 2, para. 56. However, it is to be noted that sovereignty is still primary territorial: see Island of Palmas, supra note 2, at 838-839.
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Whilst state sovereignty is often implied to be a value in itself, which must be ‘protected’ by international law, it has been persuasively and perhaps more accurately conceptualized as being ‘defined’ by international law.\(^4\) According to such view, sovereignty is a means to achieve the very goal of statehood, i.e. the well-being of society, manifested through the full enjoyment of human rights internally and the peaceful coexistence of nations externally.\(^5\) Thus, rights and duties characterising a sovereign entity, which are established by international law, are ‘functionally’ aimed at the realisation of the abovementioned goal.\(^6\) On this reading, limitations to a state’s sovereignty derive first and foremost from the need to preserve the attributes of other states, equally sovereign, as well as the need to protect individuals therein.

Indeed, the view that sovereignty entails not only rights but also obligations that seek to safeguard other states and human beings has been long recognised by international courts and tribunals. For instance, in the Island of Palmas case, the Arbitral Tribunal concluded that:

This right [to territorial sovereignty] has as corollary a duty: the obligation to protect within the territory the rights of other States, in particular their right to integrity and inviolability in peace and in war, together with the rights which each State may claim for its nationals in foreign territory. Without manifesting its territorial sovereignty in a manner corresponding to circumstances, the State cannot fulfil this duty. Territorial sovereignty cannot limit itself to its negative side, i.e., to excluding the activities of other States; for it serves to divide between nations the space upon which human activities are employed, in order to assure them at all points the minimum of protection of which international law is the guardian.\(^7\)

---

\(^4\) Anne Peters, ‘Humanity as the A and Ω of Sovereignty’, 20 European Journal of International Law (EJIL) (2009) 513–544, at 520-521, citing Fassbender, ‘Sovereignty and Constitutionalism in International Law’, in N. Walker (ed.), Sovereignty in Transition (2003), at 115, 129. Similarly, Besson, supra note 2, especially at para 109: ‘What a State’s sovereignty is and what it amounts to is not given as a matter of the intrinsic value of its individuality but determined by the rules of the international legal order. Those rules define State sovereignty so as to protect the internal and external interests and values of the political community qua sovereign equal to others, but also to protect the interests of its subjects.’

\(^5\) Cf. Peters, supra note 4, especially at 518-522. See also Besson, supra note 2, at paras 31-32.

\(^6\) Cf. Peters, supra note 4, at 518-522. See also Besson, supra note 2, at para. 46: ‘modern international sovereignty ... became a function distinct from the legal persona of the State’.

\(^7\) Island of Palmas, supra note 2, 839.
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As clarified by the UN GGE, ‘State sovereignty and international norms and principles that flow from sovereignty apply to the conduct by States of ICT related activities and to their jurisdiction over ICT infrastructure within their territory.’ As clarified by the UN GGE, ‘State sovereignty and international norms and principles that flow from sovereignty apply to the conduct by States of ICT related activities and to their jurisdiction over ICT infrastructure within their territory.’ In the same vein, the Tallinn Manual 2.0 begins precisely by affirming that ‘[t]he principle of State sovereignty applies in cyberspace’, and then follows suit by clarifying that each state ‘enjoys sovereign authority with regard to the cyber infrastructure, persons, and cyber activities located within its territory, subject to its international legal obligations’ and ‘is free to conduct cyber activities in its international relations, subject to any contrary rule of international law binding on it.’

Yet two diverging approaches have emerged with respect to the transliteration of the notion of sovereignty from the offline to the online environment. A first approach bestows configurations of sovereign authority and power, which are usually linked to territorial spaces and cyber activities taking place somewhere. There are variants to this approach, which one may label as ‘territorialisation’ of cyberspace, depending on whether such configurations of authority and power are only extended to cyber infrastructure and processes (i.e. the physical and logical layers of cyberspace) or whether they are also extended to data (i.e. the content layer).

A second approach, which could be labelled as ‘de-territorialisation’ of cyberspace, posits instead that authority and power over ICTs —

---


10 Ibid., at 13, Rule 2.

11 Ibid., at 16, Rule 3.


13 The latter seems to be the approach espoused in the Tallinn Manual 2.0, supra note 9, at 12 and 15-16, Rule 1, paras 4 and 11, and at 63, Rule 10, para. 8.
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especially expressed in the form of regulation of cyber activities — are detached from a specific territory.\(^{14}\) This approach, on the one hand, seems to more closely reflect the reality of modern international cyber relations, in which power is not wielded exclusively by states but also by diverse non-state norm-setting authorities (e.g. the Internet Corporation for Assigned Names and Numbers, or ICANN, a US multistakeholder group and non-profit organization responsible for managing, among other things, the Internet’s Domain Name Systems), with multiple sources of normativity and a plurality of norm addressees.\(^{15}\) On the other hand, this ‘deterritorialization’ approach may justify recognising that states’ regulatory and perhaps enforcement powers, as well as their obligations have an extraterritorial reach.\(^{16}\)

In light of the above, and of its ‘original’ role with respect to most rules of international law, the chosen approach to ‘digital’ sovereignty, or sovereignty over ICTs, significantly influences the interpretation and implementation of several international rules applicable to cyber operations, including, in particular, obligations requiring states to prevent, halt and redress harm.

On one side, the notion of sovereignty is crucial to delineate the protection to which states are entitled against external intrusions and/or interference, that is, states negative obligations vis-à-vis other states and individuals. In other words, the extent of sovereignty determines whether the protection of states and individuals from certain cyber operations only covers the physical and logical layer of their infrastructure, or also the content layer, will depend on the particular reading of sovereignty adopted. This, in turn, will determine what kinds of cyber operations may be unlawful and, thus, must be prevented, halted and redressed under international law.

\(^{14}\) Lambach, supra note 12, at 491 ff., defining (at 492) the practice of deterritorialization as ‘the dissolution, erosion, or destruction of old territorial forms of organizing social relations’, and observing how it is usually accompanied by practices of ‘reterritorialization’.


\(^{16}\) As described, e.g., in Laehmann, supra note 12, Section 2, where the author describes the practice as leading to ‘cyber imperialism’, as evidenced by the US approaches like ‘defend forward’ and ‘persistent engagement’.
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On the other, understanding the boundaries of sovereignty determines the scope of states’ positive duties to safeguard other states and individuals from malicious cyber operations. That is, sovereignty defines not only when a state is expected to prevent and respond to such operations but also the extent to which such state is bound in its effort to do so, i.e., what behaviour may be considered ‘diligent’ so as discharge the obligation in question. Simply put, the proper interpretation and implementation of rules flowing from sovereignty underlie the peaceful co-existence of several ‘digital’ sovereigns: they establish the measure to which a state is entitled to freedom from external interference and the actions which, instead, it must tolerate or undertake.

In the past few years, debates over what kind of ‘cyber’ interferences are prohibited or which action must be tolerated or taken have reached an impasse. Whilst there is general agreement that the use of force and coercive intervention in a state’s internal affairs by cyber means are both prohibited, more controversial is the view that a ‘residual’ primary rule of international law (rooted in territorial sovereignty) protects states’ ICT infrastructure, including their physical, logical and content layers, against intrusion by other states. Whereas some states have taken an ambiguous stance on the question, the United Kingdom has firmly opposed such a rule. In contrast, other states expressed variously nuanced positions in favour of the existence of a rule protecting states’ territorial sovereignty over cyber infrastructure, that is, their right to exercise authority over such infrastructure to the exclusion of other subjects. Such rule is reflected in one of rules

---
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articulated in the Tallinn Manual 2.0 which states that each state has a duty not to ‘conduct cyber operations that violate the sovereignty of another State.’

Even for those who accept such a rule, the question remains as to what particular cyber operations — if carried out by remote means — would violate state sovereignty. Among the Group of Experts who drafted the Tallinn Manual 2.0, there was agreement that cyber operations resulting in physical damage or injury or loss of functionality (such as those necessitating repair, replacement or reinstallation of data) would qualify, as would those interfering or usurping inherently governmental functions of another state, irrespective of damage or loss of functionality. However, no consensus was reached on other matters, for instance as to the exact meaning of ‘loss of functionality’, and whether a violation of sovereignty could materialise in operations below this threshold. Understanding the exact contours of this rule may help us to identify cyber operations which qualify as ‘harmful’ and thereby delineate the scope of protective, ‘due diligence’, obligations.

That being said, thus far, discussions on a rule protecting sovereign rights over ICT infrastructure seem to have neglected at least two considerations. The first consideration is that a state may have to tolerate interferences with its own sovereign rights when these are justified by the lawful exercise of the rights of another sovereign over ICTs. This may be expressed, for instance, in interferences which are justified by a valid title of jurisdiction. Second, asserting sovereignty over ICTs not only entitles a state with rights but also places on it duties and corresponding responsibilities. Among these, one may recall the duties to protect and ensure the human rights of individuals who are under a state’s sovereign authority, i.e., under its jurisdiction. Given the centrality of jurisdiction to both considerations, it is to this concept which we now turn.

21 Tallinn Manual 2.0, supra note 9, at 17, Rule 4.
22 Ibid., at 20-21, Rule 4, paras 11-13.
23 Ibid., at 21-23, Rule 4, paras 15-22.
24 Ibid., at 21, Rule 4, para. 14.
3. The Jurisdiction of Sovereigns over ICTs

The ensemble of rights and obligations which characterise sovereignty finds concrete expression in a state’s power over persons, objects and events. This exercise of state authority, which may assume different forms, is often referred to as jurisdiction. In this sense, jurisdiction can be conceptualised not only as a corollary, but as the very ‘projection’ or ‘operationalisation’ of the notion of state sovereignty.

Etymologically, ‘jurisdiction’ originates in the Latin expression juris dicere, describing the condition of those who ‘say what the law is’, that is, those tasked with interpreting it in a dispute or in charge of enforcing it. In this ancient concept, one may find the roots of the modern understanding of the three dimensions of prescriptive, adjudicative and enforcement jurisdiction.

Thus, jurisdiction is the basis of every ‘relational’ rule binding on a state, that it, all state obligations vis-à-vis other states and individuals. ‘Having jurisdiction’ may be understood as meaning ‘projecting state authority’ over persons (including users of digital technology), objects (including a territory and infrastructure therein located) or events (including a particular cyber operation or incident). Such projected state authority takes typically (but not exclusively) the form of the prescription of laws and regulations, their adjudication and enforcement.
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Within this framework, rules of international law govern state jurisdiction by establishing certain ‘links’, ‘titles’ or ‘grounds’ — e.g. a spatial relationship centred on the territorial location of the person/object/event; or a personal relationship, based on an individual’s nationality. These seek to limit the number of circumstances in which each state is lawfully allowed to ‘project’ or exercise its own rights or authority, and, at the same time, the scope or extent of its duties vis-à-vis other states and individuals. In so doing, the rules of international law governing state jurisdiction seek to ensure the co-existence of several entities wielding sovereign power.

Whilst the majority decision in the Lotus case famously held that restrictions on sovereign power cannot be presumed, several rules of international law precisely establish such restrictions by determining when a state does or does not have jurisdiction. If one accepts that the notion of state sovereignty implies not only power (rights) but also responsibility (duties), it follows that ‘having jurisdiction’ means not only having rights but also duties to act in a certain way, with respect to a certain object, person or event. It is precisely this notion of jurisdiction that delineates the protective obligations analysed in this report: the establishment of state jurisdiction under international law carries with it a number of duties to behave diligently in preventing, halting and/or redressing certain harms. This is in line with the aforementioned idea that sovereignty is a means for states to achieve the well-being of individuals and societies, rather than an end in itself.

It is generally understood that a state has (or ‘possesses’) jurisdiction — and can exercise it in the prescriptive, adjudicative and enforcement forms — over persons, objects or events located within its borders.

29 Cf. Oxman, supra note 25, paras 10ff.
31 The Case of the S.S. Lotus, 1927 PCIJ Series A, No. 10, at 18.
32 This is the case, for instance, for human rights obligations. See e.g. Ryngaert, supra note 27, at 22-23. It is also the case for the other protective obligations analysed in Chapter 4 of this report.
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Conversely, in order to favour the peaceful co-existence and uphold the equality of different sovereigns, the extent of a state’s jurisdiction outside of its borders (also known as ‘extraterritorial’ jurisdiction) is comparatively narrower.\textsuperscript{34} International law governs the circumstances in which a state possesses extraterritorial jurisdiction: in those limited cases, the state in question is allowed to encroach upon the sovereign prerogatives of other states, which in turn must tolerate such restriction on their own rights, internally or externally.\textsuperscript{35}

Oftentimes, states may invoke grounds to exercise prescriptive jurisdiction extraterritorially.\textsuperscript{36} Two examples, in the cyber context, are i) the enactment of legislation for cybercrimes perpetrated abroad;\textsuperscript{37} or ii) the adoption of technical regulations for digital products and services developed by foreign companies seeking to access the host state’s market.\textsuperscript{38} The same cannot be said for enforcement jurisdiction, since the general rule in this regard is that a state may not exercise enforcement powers on the territory of other states without their consent.\textsuperscript{39} For instance, it may be more difficult to find a valid title of jurisdiction for conducting law enforcement or other operations on ICT infrastructure located outside of a state’s territory, even if it is


\textsuperscript{35} See Kamminga, supra note 34, paras 7 and 10; and Tallinn Manual 2.0, supra note 9, at 61, Rule 10, paras 2-3. For instance, with respect to the exercise of ‘effects-based jurisdiction with respect to cyber-related activities and the persons who engage in them’, the Tallinn Manual 2.0 (which discusses it under territorial jurisdiction, but acknowledges its special status) lists some ‘generally recognised conditions’ including: ‘that the State which enacts effects-based legislation has a clear and internationally acceptable interest in doing so; that the effects which it purports to regulate must be sufficiently direct and intended or foreseeable; that those effects must be substantial enough to warrant extending the State’s law to foreign nationals outside its territory; and that the exercise of effects-based jurisdiction does not unduly infringe upon the interests of other States, or upon foreign nationals, without a significant connection to the State that purports to exercise such jurisdiction.’ See Tallinn Manual 2.0, supra note 9, at 58, Rule 9, para. 13.

\textsuperscript{36} Kamminga, supra note 34, para 9. The author cautions, however, the resort to any of these grounds does not automatically mean that the exercise of jurisdiction in question is lawful under international law. As a matter of fact, the interpretation of jurisdictional grounds such as the protective principle or the effects doctrine may vary greatly across different States. Some of these grounds also overlap with each other. See Ibid., paras 10 and 16.

\textsuperscript{37} As requested, e.g., by the 2001 Budapest Convention. Cf. von Heinegg, supra note 8, at 126. See also (though discussing this example under the ‘effects doctrine’, as part of territorial jurisdiction) Tallinn Manual 2.0, supra note 9, at 59, Rule 9, paras 15-17.

\textsuperscript{38} Which could be based both on the ‘effects doctrine’ (see supra note 35) or, if the products and services are likely to affect vital interests of the State, on the protective principle. On the latter, see Tallinn Manual 2.0, supra note 9, at 63-64, Rule 10(c), paras 10-12.

\textsuperscript{39} Tallinn Manual 2.0, supra note 9, at 66ff., Rule 11. See also Kamminga, supra note 34, para. 8, citing Lotus, supra note 31, at 18-19.
allegedly being used by criminals to commit crimes therein.\textsuperscript{40} Similarly, it may be hard to establish the existence of a valid title of jurisdiction for accessing data stored in another state\textsuperscript{41} — though a state may have at least prescriptive and adjudicative powers over such data if it is in possession of a national entity, such as company incorporated in its territory, as in this case the jurisdictional ground of active nationality could be invoked.\textsuperscript{42}

As a matter of fact, states hold differing views as to the extent of their jurisdiction with respect to cyber operations and ICTs.\textsuperscript{43} Likewise, in light of the growing de-territorialized approach to state sovereignty in cyberspace and of the various jurisdictional grounds which may be in play, it may at times be hard to distinguish territorial from extraterritorial enforcement.\textsuperscript{44}

Whilst these are general considerations, the exact extent of a state’s jurisdiction can only be determined by reference to different rules of primary international law which govern it. In particular, transnational crime treaties, international and regional human rights conventions, international humanitarian law treaties, alongside relevant rules of customary international law, govern the circumstances in which a state has or lacks jurisdiction, and determine the rights and duties which flow from such jurisdiction. For this reason, this report analyses issues of jurisdiction separately, and more specifically, with respect to each of the different sets of protective obligations identified. In particular, jurisdiction within the framework of international human rights law receives, in this report, special attention due to the wealth of jurisprudence which has been produced on it, in particular by the European Court of Human Rights.
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At this point, however, it may already be noted that certain rules of international law concerning the exercise of state jurisdiction are premised on the requirement of state ‘control’ over a territory or area, persons, objects or their attributes. Likewise, different rules require different levels of control for jurisdiction to arise, such as ‘effective’ control or de jure authority.

When it comes to ICTs, a number of complexities are added to the picture. First, whilst certain ICT layers, such as hardware, are necessarily physically located in a given space, the same cannot be easily said for other layers, such as software and data, which are reliant on physical infrastructure spread across multiple state borders. Secondly, due to the interconnected nature of the Internet and other ICTs, and their very function of enabling one to exercise remote control over different devices, the exercise of control may not necessarily take a physical or material shape, transcending national borders or traditional conceptions of physical spaces. Thirdly, whilst power and authority ‘offline’ are traditionally reserved to states, ‘online’ they are also wielded by a number of non-state entities, which complicates the identification of who has ‘control’ over a given person, object or event. The said complexities may give rise to challenges when competing jurisdictional claims are based on control

45 For instance, Rule 6 of Tallinn Manual 2.0 establishes that a State must ‘exercise due diligence in not allowing its territory, or territory or cyber infrastructure under its governmental control, to be used for cyber operations that affect the rights of, and produce serious adverse consequences for, other states’ (emphasis added). See supra note 9, at 30. With respect to human rights law, see e.g., Human Rights Committee (HRC), ‘General comment no. 31 [80], The nature of the general legal obligation imposed on States Parties to the Covenant’, 26 May 2004, UN Doc. CCPR/C/21/Rev.1/Add.13, para. 10.

46 E.g. ‘Report of the Office of the UN High Commissioner for Human Rights: The Right to Privacy in the Digital Age’, 30 June 2014, UN Doc A/HRC/27/37, para. 34, establishing the existence of jurisdiction whenever the State in question exercises ‘effective’ control over digital communications infrastructure. See also, as examples referred to personal jurisdiction for the purposes of IHRL, Inter-American Commission on Human Rights (IACoHR), Coard et al. v. United States, Report N. 109/99, 29 September 1999, para 37; ECtHR, Al-Skeini and others v. United Kingdom, Appl. no 55721/07, Judgment of 7 July 2011, paras 136-139. See also, proposing a functional reading of ‘control’ over the enjoyment of the rights in question, regardless of any physical control over territory, the perpetrators or the individual victim, HRC, ‘General Comment No. 36 (2018) on Article 6 of the International Covenant on Civil and Political Rights, on the Right to Life’, 30 October 2018, UN Doc. CCPR/C/GC/36, para. 63.

47 As aptly put by von Heinegg, supra note 8, at 140: ‘the Internet’s functionality—the benefits it provides—would be seriously challenged if States do not exercise their jurisdiction “with respect for one an-other’s networks and the broader Internet.”’

48 Lambach, supra note 12, at 498-499.
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over data, software, hardware and persons. While we touch on the notion of remote control in the context of different protective rules of international law, the question of how to solve conflicts of jurisdiction, in these instances, is beyond the scope of this report.

Finally, a word is warranted on the difference between, on one side, the notion of ‘control’ which — in application of specific rules of international law — triggers the existence of state jurisdiction; and, on the other side, the notion of ‘capacity to influence’ a source of harm which determines what the state is expected to do once jurisdiction is triggered (i.e. the extent to which it may be said to be behaving diligently). The two concepts undoubtedly overlap, but the former is a pre-requisite for the latter, in a two-step process. The first step is understanding whether the state has jurisdiction and, thus, a duty to act: this assessment relies at times, as explained above, on whether the state has the relevant level of control over a certain person (e.g. the beneficiary of the protective duty or the perpetrator of the harm) or over a certain space (e.g. the territory from which a harm emanates or where it is producing effects). It is only once the existence of state jurisdiction is established that the protective duty kicks in, and the behaviour expected of the state — including what measures it must adopt — will depend on its capacity to act, including its capacity to influence the source of harm.

4. Conclusion

As the primary subjects of international law, states not only have rights vis-à-vis other states but also duties that seek to give effect to their functions in the international community, i.e. to ensure the peaceful coexistence among sovereigns and the well-being of individuals. The
obligation to refrain from violating the rights of other states is the most obvious way to achieve that. Nevertheless, refraining from carrying out wrongful conduct is not enough. With great sovereign powers over a territory and population comes the great responsibility to ensure that the former is not used to harm other states and that the latter’s human rights are respected. In other words, duties to prevent and redress harm to other states and individuals are a corollary of state sovereignty and extend as far as a state’s control or jurisdiction goes. To meet those obligations states must use their available powers under international law. While they can and must legislate, adjudicate and enforce laws domestically, the extent of their extraterritorial powers is limited by how international law shapes prescriptive and adjudicative jurisdiction outside national borders.

In the ICT environment, it remains unclear whether states have sovereign powers beyond infrastructure and persons physically located in their own territory to cover data and software elsewhere but which they own or control remotely. It is also unclear what acts undermine a state’s sovereign rights over ICTs and whether these can breach international law. Although questions continue to surround the scope of state sovereignty and jurisdiction over ICTs, it is beyond doubt that, in the exercise of their existing jurisdictional powers over persons, objects or events, they must use ICTs with due care, doing what they can not to harm and to protect other states and individuals. What this duty of prevention or diligence entails exactly is a separate question, to which we turn next.
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1. Introduction

Due diligence has recently become a buzz word in the ‘cyber domain’. The renewed interest in the concept can be explained by the persistent challenges of factually and legally attributing malicious cyber operations to states. Anonymising and rerouting techniques, such as VPNs and other IP (Internet Protocol) spoofing software have compounded the attribution problem.\(^1\) In this context of great uncertainty and increased cyber threats, due diligence features as a promising route to accountability, peace and security in cyberspace: it requires states to do employ their best efforts to prevent, halt and redress a range of known or foreseeable cyber harms emanating from or transiting through their territory, regardless of who or what caused them. For instance, during the COVID-19 pandemic, EU member states have ‘call[ed] upon every country to exercise due diligence and take appropriate actions against actors conducting [malicious cyber operations] from its territory, consistent with international law’.\(^2\)

Yet controversy remains as to whether states are bound by an obligation to behave diligently in their use of ICTs, including their physical, logical, content and personal layers.\(^3\) On the one hand,

---
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the 2015 GGE report, adopted by consensus by the UN General Assembly,4 indicates that states ‘should not knowingly allow their territory to be used for internationally wrongful acts using ICTs.5 The provision is explicitly framed as a ‘voluntary, non-binding norm’ of responsible state behaviour in cyberspace. On the other hand, the Group of Experts involved in the second edition of the Tallinn Manual on the International Law Applicable to Cyber Operations agreed that a general rule or principle of this kind already exists in customary international law, and is applicable in cyberspace.6 According to Rule 6 of the Manual, such a rule requires a State to ‘exercise due diligence in not allowing its territory, or territory or cyber infrastructure under its governmental control, to be used for cyber operations that affect the rights of, and produce serious adverse consequences for, other states.’7 On their face, these views seem irreconcilable and neither of them has gone unchallenged.8

We contend that the current debate misses the point by focusing too much on the meaning of ‘due diligence’ and its applicability to cyberspace. This has resulted in binary, ‘all-or-nothing’ views: either

---

4 GA Res. 70/237, 30 December 2015, para. 1-2(a).
7 Ibid., at 30. The Manual is the result of the work of a group of experts, which purports to comprehensively analyse how international law applies in cyberspace.
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Consensus has been reached about what is ‘cyber due diligence’ or there would be a legal gap in protection — states would have no binding obligations but only voluntary undertakings to behave diligently in their use of ICTs. The confusion partly stems from the inconsistent use of the label ‘due diligence’ as a general principle of law or international law, one or more state obligations, or a standard of behaviour applying in different areas of international law.\(^9\)

To avoid those confusions and contradictions, we propose to shift the debate from label to substance. Rather than simply inquiring whether ‘due diligence’ applies in cyberspace, the key question we should be asking is to what extent states have obligations to protect other states and individuals from cyber harms. In answering this question, we conclude that whether or not a general principle of due diligence applies to ICTs or a binding, cyber-specific ‘due diligence rule’ exists, states continue to be bound by a patchwork of duties to prevent, stop and redress harm applying by default to cyberspace. These ‘protective obligations’ are grounded in several primary rules of international law enshrining a standard of due diligence — that is, obligations that require states to exert their best efforts in preventing, halting and redressing a variety of harms, online and offline.

This Chapter begins in Section 2 by explaining why, despite the longstanding confusion surrounding its exact meaning and scope, we believe ‘due diligence’ in international law is better understood as a standard of conduct. This standard usually refers to harm prevention, mitigation and redress, but it varies across the different ‘protective’ obligations where it is found, as well as the states, circumstances and fields in which they apply. Examples include international environmental law, law of the sea, diplomatic protection, international investment law, international humanitarian law and international human rights law, under treaty or customary international law.\(^10\)

---


\(^10\) Koivurova, supra note 10, paras 29-31, 45.
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Referring back to some of the conclusions reached in Chapter 1, Section 3 then explains why the said ‘protective’ obligations apply by default to cyberspace, in the absence of a rule to the contrary. This claim is backed by evidence of relevant State practice and expressions of opinio juris.

In what is this report’s main contribution to the current academic debate, Section 4 maps out four sets of protective duties requiring States to prevent, halt or redress certain harms by behaving diligently in cyberspace. Two of these can be traced to primary obligations of general international law: a) the duty of states not to knowingly allow their territory to be used for acts that are contrary to the rights of third states, articulated in the Corfu Channel case, which we call the ‘Corfu Channel’ principle; and b) states’ duty to prevent and remedy significant transboundary harm, even if caused by lawful activities, known as the ‘no-harm’ principle. In addition, specific bodies of international law establish due diligence duties which also apply to cyberspace. Of particular relevance to ICTs are: c) the obligation of states to protect human rights within their jurisdiction; and d) states’ duties to ensure respect for IHL and to adopt precautionary measures against the effects of attacks in the event of an armed conflict. We locate the legal basis of each of those primary rules in customary or conventional international law, unpack the various standards of due diligence they enshrine and explore the extent to which they apply to States’ use of ICTs.

Lastly, Section 5 demonstrates that, despite their multifaceted nature, common features belie different protective obligations. As such, they might apply concurrently and inform one another’s interpretation in cyberspace and beyond.

11 Corfu Channel Case (United Kingdom v Albania), Judgment, 9 April 1949, ICJ Reports (1949) 4, at 22.


The ‘patchwork approach’ marks a paradigm shift in the understanding and conceptualisation of international law concerning diligent State behaviour in cyberspace. Though not a silver bullet against current cybersecurity challenges, we conclude that this international legal ‘patchwork’ of protective obligations does provide a solid and comprehensive legal basis for harm prevention and accountability.

2. The Nature and Function of Due Diligence in International Law

Despite the renewed interest in due diligence, the concept is not new. Its modern origins can be traced back to a series of nineteenth and early twentieth century arbitrations relating to the protection of aliens abroad. Already at that time, due diligence was linked to a positive obligation of conduct, a ‘best efforts’ duty, requiring states to act with reasonable care in the circumstances at hand, and holding them responsible for wilfully negligent omissions. Later on, the Island of Palmas arbitral award found that such obligation is a corollary of States’ sovereign rights over their territory, requiring them to protect the rights of other States therein. Since then, the concept has evolved alongside several primary rules of international law.

First, in the Corfu Channel case, the International Court of Justice (ICJ) held that ‘it is every State’s obligation not to allow knowingly its territory to be used for acts contrary to the rights of other States,’ most — but not all — of which constitute internationally wrongful acts.

---


16 Island of Palmas Case (or Miangas), United States v Netherlands, Award, 4 April 1928, II RIAA 829 (1928), ICGJ 392 (PCA 1928), at 839.

17 Emphasis added. Corfu Channel, supra note 12, at 22.

18 See Section 4.A, below.
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This duty, framed as a ‘well-recognized principle of international law’, applies generally to all states, and a failure to exercise the requisite degree of diligence gives rise to state responsibility.

Second, as a result of the growing concern over environmental harm and other hazards crossing national borders, due diligence also features in the general obligation not to cause significant transboundary harm to territory, persons or property. This obligation exists at least since 1941, when the Trail Smelter arbitral tribunal found that a state ‘owes at all times a duty to protect other states against injurious acts by individuals from within their jurisdiction.’ Likewise, Article 3 of the International Law Commission (ILC)’s 2001 Draft Articles on Prevention of Transboundary Harm from Hazardous Activities recognises a duty of states to ‘take all appropriate measures to prevent significant transboundary harm or at any event to minimize the risk thereof’. This provision mirrors customary international law and is, according to the ILC, an ‘obligation of due diligence’, requiring states not to successfully prevent or halt significant transboundary harm but ‘to exert [their] best possible efforts to minimize [such] risk’. The customary basis of this duty, known as the ‘no-harm’ or ‘good neighbourliness’ principle, has also been affirmed by the ICJ, which noted its origins in the broader ‘principle of prevention’, alongside the Corfu Channel principle.

19 Corfu Channel, supra note 12, at 22.
22 Trail Smelter Case (USA v Canada) (1941) 3 RIAA 1911, at 1963.
23 ILC, Draft Articles on Prevention, supra note 21.
24 Koivurova, supra note 10, para 10.
26 Pulp Mills, supra note 14, para 101.
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Similar duties to behave diligently exist under international human rights law (IHRL). These are positive obligations of states to protect and ensure individual human rights, whether online or offline, to the extent possible. Likewise, the duties to ensure respect for IHL and to take precautions to protect civilians against the effects of attacks during armed conflict are also obligations to exercise due diligence. And other more or less specific duties of reasonable care arise in respect of different harms, such as the duty to prevent genocide under Article I of the Genocide Convention, the obligation to prevent marine pollution, the duty to ensure that mining activities in the deep seabed area do not cause damage to the environment and human life, and duties to cooperate in the investigation and prosecution of transnational crime.

This variety of primary rules recognising a duty of reasonable care suggests that ‘due diligence’ itself is simply a standard of behaviour which is found in different ‘protective’ state obligations and varies across different fields, duty-bearers and factual circumstances. Thus, references made in the literature to ‘due diligence obligations’ or ‘duties of due diligence’ seem to be a shorthand for a series of obligations which have in common the imposition of a preventive or remedial duty, compliance with which is measured against a certain standard of

---

27 See also UN Human Rights Council (HRC), Res. 32/13 (‘The promotion, protection and enjoyment of human rights on the Internet’), UN Doc. A/HRC/RES/32/13, 1 July 2016, para. 1.

28 See generally Koivurova, supra note 10, para 45.

29 Ibid., para 31.


32 Articles 139, 153(4) and Annex III, Article 4(4), Convention on the Law of the Sea. See also Responsibilities and obligations of States with respect to activities in the Area, Advisory Opinion, 1 February 2011, ITLOS Reports (2011) 10, paras 107-123, 136, 141-142, 147, 189, 217, 219, 239.
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diligent behaviour. Thus, lack of due diligence gives rise to a breach of an international obligation, in the same way that negligence, or lack of reasonable care, entails a breach of a duty of care in many domestic legal systems. As the International Law Association (ILA) found in its recent study on the topic:

‘At its heart, due diligence is concerned with supplying a standard of care against which fault can be assessed. It is a standard of reasonableness, of reasonable care, that seeks to take account of the consequences of wrongful conduct and the extent to which such consequences could feasibly have been avoided by the State or international organisation that either commissioned the relevant act or which omitted to prevent its occurrence.'

Those various duties primarily seem to involve a triangular relationship between: a) the duty-bearer, i.e. the state having an obligation to behave diligently in preventing, halting or redressing the harm or the risk thereof; b) the harm’s source, i.e. the state, non-state entity or natural event causing the harm; c) the beneficiary of the duty, i.e. the state or non-state entity suffering the consequences of the harm. It is for this reason that we conceptualise and frame them as ‘protective obligations’, in that they require the duty-bearer to behave diligently in protecting the beneficiary against harm. Possible sources of harm include stage agents, private individuals acting alone or in groups, as well as corporations. Beneficiaries, who may or may not hold a specific right vis-à-vis the duty-bearer, could be other states, individuals or private companies. When the duty-bearer state is the very source of the harm affecting an individual or an object, and the relationship with the beneficiary is linear rather than triangular, whether or not the protective duty is one of due diligence depends on the primary

35 See Koivurova, supra note 10, paras 8-9.
37 Emphasis added. ILA Study, supra note 14, at 2. See also Kulesza, supra note 14, at 262-270.
39 Ibid., at 5.
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obligation in question. The Corfu Channel principle seems to be limited to a duty to prevent third-party activities that cannot be attributed to the duty-bearer state. In contrast, the no-harm principle, duties to protect and ensure human rights, and obligations to take precautions under IHL, all seem to apply not only to cases where the duty-bearer state fails to prevent harm by third parties but also where the state itself causes the harm in question and thereby fails to prevent, stop or redress it.

Protective obligations have been commonly associated with the idea that states must behave diligently with a view to preventing, stopping or redressing a variety of harms or risks to persons, property or territory, ranging from internationally wrongful acts to lawful activities or even accidents. Each primary obligation to exercise due diligence is triggered and limited by a variety of factors, including: a) the existence of a specific type of harm or risk; b) the crossing of a threshold of seriousness of this harm or risk; c) a nexus between the state and the harm or risk in question; d) some degree of knowledge of the harm or risk; and e) a state’s capacity to act in the circumstances. However, as will become clearer in the following sections, each of those elements might differ across various protective duties.

---

40 Pisillo-Mazzeschi, supra note 14, at 31-34, citing Military and Paramilitary Activities in and against Nicaragua (Nicaragua v United States of America), Judgment, 27 June 1986, ICJ Reports (1987) 14, para 157, and its finding that the United States was responsible for actively supporting the Contras, thus breaching its duty to abstain from such support, whereas Nicaragua was responsible for tolerating arms traffic thus breaching its due diligence duty to protect.

41 ILC, Draft Articles on Prevention, supra note 21, at 159, Commentary to Article 8, para 2, and at 169, Commentary to Article 11, para 1.


44 See Section 4 below.
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3. The Applicability of Existing Protective Obligations in Cyberspace

As a preliminary point, the applicability of existing protective obligations to cyberspace might be challenged on two principal legal bases. First, one may query whether certain international obligations conceived for the ‘offline’ world equally apply to cyberspace, as a new ‘domain’ or technology. Secondly, it could be argued that states have, in their practice and expressions of opinio juris, actively carved out cyberspace from the scope of application of said duties.

In addressing those possible objections, we recall that a number of states and international organisations have consistently affirmed the application of international law as a whole to cyberspace, including, in particular, rules and principles that flow from sovereignty.
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apply, by default and across the board, to all areas and types of state activity. This is so to the extent that the activities in question fall within the scope of those rules and exceptions or more specific rules do not displace them.\(^\text{47}\)

Two key rules deriving from the principle of sovereignty and applying generally in international law are precisely the Corfu Channel and the no-harm principles. Thus, the presumption we ought to proceed from is that they apply to ICTs, in the absence of *leges speciales* to the contrary.\(^\text{48}\) In the same vein, the scope of application of IHRL and IHL is broad, only limited by their respective triggers and subject-matter.\(^\text{49}\) This means that, by default, positive duties established in both regimes apply to cyberspace, in the absence of specific carve-outs excluding ICTs from their scope of application. There is no evidence of such an exception, and admissible derogations from such obligations must be interpreted restrictively, due to their *erga omnes* character.\(^\text{50}\)

On the contrary, not only have states invoked international law, IHRL and IHL in general but also supported the applicability of different protective obligations in cyberspace, even if in a somewhat fragmented way. For instance, as far back as in 2011, the then United States (US) government recognized the application of positive IHRL duties as well as a duty to prevent cybercrime online.\(^\text{51}\) Shortly thereafter, the Council of Europe issued a Recommendation recognizing the applicability of the no-harm principle to malicious cyber activities.\(^\text{52}\)


\(^{49}\) Nuclear Weapons, supra note 25, paras 86.

\(^{50}\) ILC, Fragmentation Report, supra note 47, at para. 109.


\(^{52}\) Council of Europe, ‘Recommendation CM/Rec(2011)8 of the Committee of Ministers to member states on the protection and promotion of the universality, integrity and openness of the Internet’ (2011), available at https://search.coe.int/cm/Pages/result_details.aspx?ObjectID=09000016805cc2f8.
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The Explanatory Memorandum adds that this principle

sets forth a standard of care or due diligence for the protection and promotion of integrity and universality of the Internet [...]. Under such a standard, states are required to take reasonable measures to prevent, manage and respond to significant transboundary disruptions to or interferences with the infrastructure or critical resources of the Internet.53

Along with the abovementioned statement by the EU representative in the context of the COVID-19 crisis — which was expressly supported by Turkey, North Macedonia, Montenegro, Serbia, Albania, Bosnia and Herzegovina, Iceland, Liechtenstein, Norway, Ukraine, Moldova and Armenia54 — several states have recently recognised slightly different iterations of due diligence in their use of ICTs, as a matter of international law. For instance, mirroring the Corfu Channel dictum and Rule 6 of the Tallinn Manual 2.0, France has recently stated that ‘[i]n accordance with the principle of due diligence, States have the obligation to not knowingly allow their territory to be used to commit acts prohibited by international law against third States through the use of cyber means. This obligation also applies to activities conducted in cyberspace by non-state actors situated in the territory or under the jurisdiction of the State in question.’55 Similarly, Estonia has expressed the view that ‘states have to make reasonable efforts to ensure that their territory is not used to adversely affect the rights of other states.’56


54 See Council of the EU, Press Release, supra note 2.
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Using different wording, Australia has pointed out that ‘to the extent that a state enjoys the right to exercise sovereignty over objects and activities within its territory, it necessarily shoulders corresponding responsibilities to ensure those objects and activities are not used to harm other states’. More eloquently, Finland has stated that ‘[i]t is clear that States have an obligation not to knowingly allow their territory to be used for activities that cause serious harm to other States, whether using ICTs or otherwise’. It has also recognised that ‘each State has to protect individuals within its territory and subject to its jurisdiction from interference with their rights by third parties’. And, in what seems to combine different rules, The Netherlands have posited that:

The principle is articulated by the International Court of Justice, for example, in its judgment in the Corfu Channel Case, in which it held that states have an obligation to act if they are aware or become aware that their territory is being used for acts contrary to the rights of another state. [...] It is generally accepted that the due diligence principle applies only if the state whose right or rights have been violated suffers sufficiently serious adverse consequences.

Similar statements have been made by the Czech Republic, the Republic of Korea, Austria, the Dominican Republic, Chile,


59 Ibid.


61 Czech Republic, supra note 46, at 3.


63 Austria, supra note 46, at 2-5.
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Ecuador, Guatemala, Guyana and Peru. These provide further support to the view that existing protective obligations containing a due diligence standard are fully applicable to ICTs, even if their specific implementation requires additional guidance. Taken together, they overshadow the contrary statements made so far by Argentina, Israel and New Zealand, which, as noted in Chapter 1, either reject or question the applicability of due diligence duties to ICTs.

That said, two important questions remain open: a) whether an all-encompassing ‘principle of due diligence’ exists generally in international law; and b) whether a single protective obligation — with a corresponding due diligence standard — exists specifically for cyberspace. In particular, some have suggested that Rule 6 of the Tallinn Manual 2.0 and similar cyber-articulations of the concept of due diligence are lex ferenda or simply proposed interpretations of how an existing, wide-ranging ‘due diligence obligation’ should apply to ICTs. They have pointed to several reasons of policy behind states’ reluctance to commit to a new, cyber-specific rule. For instance, states may fear that a fine-grained due diligence standard for ICTs would be too burdensome to implement and could stifle its necessary flexibility. Alternatively, such a new obligation may put in question the applicability and binding character of existing ones. It is also possible that, by widening the scope of unlawful acts in the ICT

---

65 OAS, Improving Transparency, supra note 45, para. 58. See also paras 56ff.
66 Supra note 8.
67 See, e.g., The Netherlands, Letter of 5 July 2019 (Appendix), supra note 60, at 4, acknowledging that ‘it should be noted that not all countries agree that the due diligence principle constitutes an obligation in its own right under international law. The Netherlands, however, does regard the principle as an obligation in its own right, the violation of which may constitute an internationally wrongful act.’
69 See, e.g., Marko Milanovic and Michael Schmitt, ‘Cyber Attacks and Cyber (Mis)information Operations during a Pandemic’, 11 Journal of National Security Law & Policy (2020) 247, at 280 (arguing, that ‘[t]his obligation is simply the cyber application of a wide-ranging due diligence positive obligation under general international law requiring a state to stop harm to the rights of other states emanating from its territory’, emphasis added); France, Response to the OEWG pre-draft report, supra note 55, at 1-2; Czech Republic, supra note 46, at 3.
70 Jensen and Watts, supra note 8, at 1574; Adamson, supra note 8, at 55, para. 12.
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environment, a new protective ‘cyber due diligence’ obligation could increase resort to countermeasures and litigiousness among states.72

Perhaps the choice of using ‘due diligence’ to label a range of duties is misleading: its simplicity masks the complexity and diversity of protective obligations requiring diligent behaviour to prevent, halt and redress certain harms. Part of the confusion also seems to arise from the framing of ICTs as a new space or ‘domain’, rather than a new set of information and communication technologies or tools.73 Nevertheless, the important takeaway is this: the uncertainty surrounding a general principle or a cyber-specific version of due diligence does not mean that cyberspace is a ‘duty-free zone’. For, however we label it, an existing patchwork of primary ‘protective obligations’ already requires States to behave diligently in preventing, halting and redressing different types of harmful cyber operations.

4. The Patchwork of International Obligations to Prevent, Halt and Redress Cyber Harms

a. The Corfu Channel Principle: A Duty to Prevent Cyber Acts Contrary to the Rights of Other States

The first due diligence obligation whose applicability in cyberspace has found support among states74 and commentators75 alike is the ‘well-

72 Jensen and Watts, supra note 8, at 1573-1574.
73 See Akande, Coco and de Souza Dias, supra note 47.
74 See supra notes 52-65.
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recognized' Corfu Channel principle, requiring a state ‘not to allow knowingly its territory to be used for acts contrary to the rights of other States’. This duty is a natural corollary of states’ sovereign rights over their territory and, in essence, requires them to protect the rights of other states therein. The obligation covers not only acts that directly violate the rights of third states, including their right to territory and property, but also those of their nationals, even when abroad. It comprises a duty to both prevent and stop the harmful acts in question and arises as soon as a state knows or should have known that such act originates from or transits through its territory. However, the obligation is only breached when the harm materialises. In a sense, this is an obligation without a sanction for non-compliance, unless the actual harm occurs. Often seen as a shortcoming, this norm structure may be explained by the need to encourage states to continuously prevent harm before their responsibility can be engaged.

Rule 6 of the Tallinn Manual 2.0 seems to contemplate a cyber-specific articulation of the Corfu Channel principle. This formulation — which has been picked up by some states — has four noteworthy features: i) the type of harm envisaged, ii) the threshold of harm, iii) the scope of preventive duties, and iv) the knowledge requirement.


76 Corfu Channel, supra note 12, at 22 (emphasis added).

77 Island of Palmas, supra note 2, at 839. See also, Australia’s Non Paper, supra note 46, at 8.

78 Ibid; Affaire des biens britanniques au Maroc espagnol (Spain v UK), 1925 2 RIAA 615, at 643-644.


80 Corfu Channel, supra note 12, at 18. On the requirement of knowledge as applied to cyberspace, see Tallinn Manual 2.0, supra note 6, pages 40-41.

81 Nicaragua, supra note 40, para 157.


83 Tallinn Manual 2.0, supra note 6, at 30. The Manual is the result of the work of a group of experts, which purports to comprehensively analyse how international law applies in cyberspace.

84 See e.g. France’s response to the pre-draft report from the OEWG Chair, supra note 55, at 3; and The Netherlands, Letter of 5 July 2019 (Appendix), supra note 60, at 4.
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i. Type of harm

The Commentary to Rule 6 posits that an act which 'affects the rights of other states' should be understood as an internationally wrongful act.\(^{85}\) It also notes that this ought to include not only breaches of international law attributable to states but also conduct that would have been unlawful if committed by the ‘host’ state, no matter its source.\(^{86}\) But while the Corfu Channel dictum recognises state responsibility for lack of diligence in preventing or stopping acts of non-state actors regardless of attribution,\(^{87}\) no reference is made to either acts merely affecting the rights of other states or fully-fledged internationally wrongful acts, i.e. breaches of international law attributable to a state. Instead, the language used in Corfu Channel is that of ‘acts contrary to the rights of other states.’ This language does not fully mirror the two concepts featuring in Rule 6 of the Tallinn Manual 2.0, but perhaps sits in between them.

Although most acts contrary to the rights of other states are internationally wrongful acts, the overlap is not complete. Firstly, not all acts committed by non-state groups which are contrary to the rights of other states also constitute internationally wrongful acts or would have done so if committed by the territorial state. The Tallinn Manual 2.0 also does not clarify whether, in speculating if the conduct would have been unlawful if committed by the host state, one must consider the concrete circumstances prevailing at the time, which may or may not constitute an unlawful act, or the obligations of the host state in abstracto.\(^{88}\) A second difference may concern acts that are not unlawful because of the operation of

---


\(^{86}\) Tallinn Manual 2.0, supra note 6, at 35-36, para 21.

\(^{87}\) See Affaire des biens britanniques au Maroc espagnol, supra note 78, at 643-644; Keivurova, supra note 10, para 2; Dörr, supra note 75, at 90; Kolb, supra note 36, at 119.

\(^{88}\) Tallinn Manual 2.0, supra note 6, at 35-36, paras 18-22.
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circumstances precluding wrongfulness but would still entitle the ‘victim’ state to claim compensation for a material loss.\(^{89}\) Thus, the framing of the type of harm covered by the Corfu Channel principle as ‘internationally wrongful acts’ is not entirely accurate. And neither does its qualification as ‘acts that affect the rights of other states’. This is because not all conduct merely ‘affecting’ the rights of third states — such as certain instances of remotely conducted cyber espionage\(^ {90}\) — necessarily contravenes their rights.

An example of an act ‘contrary to the rights of other states’ may be found in the United Kingdom (UK)’s recent condemnation as contrary to international law ‘irresponsible activity being carried out by criminal groups’ and ‘cyberattacks by States and non-States actors’ during the COVID-19 pandemic.\(^ {91}\) The acts in question consisted of ‘malicious cyber campaigns targeting international healthcare and medical research organisations involved in the coronavirus response’, which were clearly contrary to the rights of victim states and individuals. Acts covered by the Corfu Channel principle are not limited to physical harm or damage.\(^ {92}\) This is particularly important in cyberspace, where many harms have no direct material impact, but undermine the operation of governmental or private functions, such as disruptions of financial or media services.\(^ {93}\)

ii. Threshold of harm?

Rule 6 of the Tallinn Manual 2.0 purports to be engaged only if an internationally wrongful act has ‘serious adverse consequences’ for other states.\(^ {94}\) This threshold of harm is not found in pre-existing

---

89 Article 27, ARSIWA.

90 See below, Section 4(A)(ii).


92 Kolb, supra note 36, at 121; The Netherlands, Letter of 5 July 2019 (Appendix), supra note 60, at 5.

93 See Tallinn Manual 2.0, supra note 6, at 38.

94 Ibid., at 36-37, paras 25-27; at, 39, para 33. See also Okwori, supra note 48, at 218-219. See also The Netherlands, Letter of 5 July 2019 (Appendix),
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articulations of the Corfu Channel principle. Instead, it seems to have been drawn from the no-harm principle, which requires significant transboundary harm but not necessarily an act contrary to the rights of other states. Like much of the existing literature on due diligence, the Manual seems to have merged the two principles into one single rule or principle of due diligence for ICTs.

However, that is not to say that a failure to prevent or halt any harmful act, regardless of its gravity, amounts to a breach of the Corfu Channel principle. States are not responsible for failing to avoid minor or negligible disruptions, such as the temporary defacement of non-essential government websites. Nonetheless, this is not because the principle contains a specific threshold of harm. Rather, it is because those harms may not be contrary to the rights of other states. For instance, in many circumstances, cyberespionage or even corruption of data may not, according to some, be contrary to the victim state’s sovereign rights over its territory or its right not to be subjected to foreign intervention. Conversely, any lack of diligence in preventing or stopping an act of a state or private entity that contravenes the rights of other states could breach the Corfu Channel principle. And this includes acts occurring entirely within the duty-bearer’s territory, as the

95 Schmitt, “Virtual” Disenfranchisement, supra note 68, at 54.

96 See, e.g., Irène Couzigou, ‘Securing cyber space: the obligation of States to prevent harmful international cyber operations’, 32 International Review of Law, Computers & Technology (2018), 37; Okwori, supra note 48, at 208-213; Geiss and Lahmann, supra note 75, at 635; Gross, supra note 75, at 494; Ney and Zimmermann, supra note 75, at 61-62; Walter, supra note 75, at 73-76; Dörr, supra note 75, at 91-92; Brunnée and Meshel, supra note 21, at 133-135; Jensen and Watts, supra note 8, at 1565-1566.

97 Tallinn Manual 2.0, supra note 6, at 30-32, paras 1-5. See also Milanovic and Schmitt, supra note 69, at 280.


99 See Corn and Taylor, supra note 45, at 209-210. But see Tallinn Manual 2.0, supra note 6, at 18-22 and 171 (noting that although most acts of cyberespionage are lawful, they may constitute a breach of sovereignty if physically conducted on the territory of the victim state and attributable to another state or if they interfere with or usurp the inherently governmental functions of a state, even if conducted remotely). See also Russell Buchan, Cyber Espionage and International Law (2019), at 51.

100 Tallinn Manual 2.0, supra note 6, at 36, para 23.
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Corfu Channel principle does is not limited to transboundary acts.  

As mentioned in Chapter 3, debates continue as to whether sovereignty is a separate rule of international law which is applicable to ICTs. However, we believe that the better view is that, if sovereignty or territorial sovereignty can be breached generally, then there is no reason to deny that breaches of sovereignty may occur in states’ use of ICTs. If that is so, then the scope of acts contrary to the rights of other states to sovereignty or territorial sovereignty over ICTs would be potentially large, including cyber operations that produce physical or functional damage on the territory of the victim state or which undermine its inherently governmental functions. And because there is no need for such acts to amount to an internationally wrongful act attributable to a state, they may well be perpetrated by non-state actors, in which case the origin or transit state may be held responsible for failing to prevent or halt the activity in question. In assessing whether a state’s right to sovereignty has been contravened, relevant factors include the scope, scale, impact or severity of the disruption caused, including how many states, legal and natural persons were affected, the amount of economic loss caused and the amount or nature of compromised data.

iii. Scope and aim of preventive duties

Drawing on the duty to prevent genocide, the Group of Experts involved in Tallinn 2.0 rejected the view that States have a ‘general duty of prevention’, that is, a duty to prevent future malicious cyber operations. For the Experts, the Corfu Channel principle only applies

---

101 This position seems to have been implicitly endorsed in Tallinn Manual 2.0, supra note 6, at 39, para 32.

102 Similarly, but limited to territorial sovereignty, see Harriet Moynihan, The Application of International Law to State Cyberattacks: Sovereignty and Non-intervention (Chatham House, 2020), paras 40-50.

103 Tallinn Manual 2.0, supra note 6, at 19-27, Rule 4, paras 10-32.


105 Tallinn Manual 2.0, supra note 6, at 31, para 5; at 41-42, para 42, at 44-45, paras 7, 10.
Due diligence in international law and its applicability to ICTs

to ongoing or at most imminent operations, at least as far as cyberspace is concerned.106 This would limit the scope of the duty to an obligation to simply halt harmful cyber operations.107 As a consequence, when discharging this duty, states would not be required to adopt strictly preventive, ex ante measures such as continuous supervision or monitoring of their networks.108

This view has been justified by the current lack of technical feasibility to prevent online harms, given their frequency and speed, as well as privacy concerns.109 However, this misses the point. Due diligence obligations, including the Corfu Channel principle, are inherently flexible. They depend on the capacity and position of each state to prevent or halt the harm in question, whether the cyber operation originates from or transits through its territory.110 Thus, a state is not required to do the impossible, and different states may be required to adopt different measures in different circumstances.

Yet such flexibility is no excuse for inaction either. Due diligence obligations of conduct are accompanied by a separate obligation to put in place the minimum governmental infrastructure that is reasonable in the circumstances, enabling a State to exercise the necessary degree of diligence.111 In this sense, two limbs make up the Corfu Channel

106 Ibid., at 43-44, paras 3-4. See also Okwori, supra note 48, at 216.
107 Tallinn Manual 2.0, supra note 6, at 44-45, para 7.
110 Tallinn Manual 2.0, supra note 6, at 47, para 16-18; Buchan, The Obligation to Prevent, supra note 1, at 441-442; Bannelier-Christakis, supra note 75, at 37; Dörr, supra note 75, at 95. See also Ecuador preliminary comments, supra note 108, at 2; The Netherlands, Letter of 5 July 2019 (Appendix), supra note 60, at 5; Australia’s Non Paper, supra note 46, at 8; New Canadian text proposals, supra note 94, at 3. On obligations of transit states, see Tallinn Manual 2.0, supra note 6, at 33-34, para 34.
111 See Buchan, The Obligation to Prevent, supra note 1, at 436-437; Kolb, supra note 36, at 127, Couzigou, supra note 96, at 50-51; Takano, supra note 108, at 9.
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principle, as well as other rules incorporating a due diligence standard. \textsuperscript{112}

First, there is an obligation to set up a minimal state apparatus — a core ‘capacity-building’ duty. This is likely an obligation of result, i.e., a baseline governmental infrastructure must be established. \textsuperscript{113} If a state could simply claim that it has exercised its best efforts for this purpose, the main duty to prevent, halt and redress harm could be easily evaded. Yet the content of such capacity-building duty — the result required from each state — should not be fixed, but dependent on the circumstances at hand, particularly available human and financial resources.

Second, there is an obligation of conduct to exercise due diligence, to the extent of a state’s capacity, in preventing and halting potential or actual harmful cyberoperations. Accordingly, a state’s capacity to act in cyberspace not only triggers the substantive duty to act but also limits the required measures. Furthermore, as is the case with other due diligence obligations, the scope of states’ preventive duties may change on the basis of new technological developments. Thus, if a state or a corporation within its jurisdiction has or acquires the necessary technology to prevent at least some malicious cyber operations, then this state must at least try to use it as far as possible. \textsuperscript{114} While this may raise concerns about privacy and other rights, for present purposes, it suffices to note that the implementation of due diligence measures under the Corfu Channel principle must be in line with international human rights law and other rules of international law. \textsuperscript{115}

iv. Knowledge requirement

In any event, the obligation to act in accordance with the Corfu Channel principle is only activated when a state knows or should have

\textsuperscript{112} Pisillo-Mazzeschi, supra note 14, at 26-27; ILC, Draft Articles on Prevention, supra note 21, at 155, Commentary to Article 3, paras 15-17.

\textsuperscript{113} Pisillo-Mazzeschi, supra note 14, at 26; Buchan, The Obligation to Prevent, supra note 1, at 434-439.

\textsuperscript{114} See supra note 108.

\textsuperscript{115} See Bannelier-Christakis, supra note 75, at 31; Dörr, supra note 75, at 95.
known about a serious risk that a cyber operation contrary to the rights of other states will take place, no matter how remote such risk is. As the Tallinn Manual itself acknowledges, it is the actual or constructive knowledge of a serious risk that triggers said obligation. The decisive factor is how much information and certainty a state possesses about the harmful act in question, rather than how imminent or proximate it is. The same applies to transit states, to the extent that they have actual or constructive knowledge of the risk of a cyber operation contrary to the rights of other states, as well as the capacity to prevent it. At the same time, it does not appear that the Corfu Channel principle imposes on states a duty to actively seek knowledge of acts emanating from or transiting through their territory which would be contrary to the rights of other States. What it does require is the minimum governmental infrastructure or capacity enabling states to acquire such knowledge.

In short, ‘the more states can do, the more they must do’, and great responsibility follows inseparably from great power, to the extent that such power permits. Therefore, complying with the Corfu Channel principle in cyberspace should not be an insurmountable feat: it simply requires states to build the minimum capacity that is reasonably expected of them, as well as to employ such capacity diligently in trying to protect the rights of other states and their populations, as far as

116 See Kolb, supra note 36, at 123-124.
117 Tallinn Manual 2.0, supra note 6, at 45, para 9 and Ibid., at 44-45, para 7, citing Bosnian Genocide Case, supra note 82, para 431.
118 See, mutatis mutandi, Bosnian Genocide Case, supra note 82, para 436.
119 Similarly, Couzigou, supra note 96, at 43, 47; Buchan, The Obligation to Prevent, supra note 1, at 441. See contra Reinisch and Beham, supra note 12, at 106-107; Okwori, supra note 48, at 226-227.
120 But IHRL might impose a duty to actively seek knowledge of certain threats to human rights. See Section 3(C) below.
121 See supra note 111.
123 Collection Générale des Décrets Rendus par la Convention Nationale: Mois de Mai 1793 (1973), at 72. The adage has been popularized by the Spider-Man comic books, and it is widely known as the ‘Peter Parker’ principle (from the name of the main character’s secret identity).
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possible.\textsuperscript{124} In many circumstances, reporting and sharing information about incidents will suffice.\textsuperscript{125}

b. The Duty to Prevent and Redress Significant Transboundary Cyber Harm

Despite their similarities, particularly a common ‘capacity-to-act’ requirement, the no-harm and Corfu Channel principles should be distinguished, given their distinct elements and legal consequences.\textsuperscript{126} There are at least four significant differences between these two primary obligations: i) the type of harm; ii) the threshold of harm; iii) the legal consequences of a failure to comply with the duty, and iv) the knowledge requirement.

i. Type of harm

The no-harm principle does not require the infliction of an act contrary to the rights of other states but covers ‘significant transboundary harm’ or the risk thereof, even if caused by lawful activities and even if no state right is contravened.\textsuperscript{127} Yet two sets of questions have often been raised with regards to the applicability of this principle in the context of states’ use of ICTs. The first is whether the no-harm principle applies beyond the environmental realm to cover ‘non-ecological’ harm. The second, broader, question is, even if the principle extends beyond the natural environment, whether it covers non-physical harm, such as financial losses or reputational damage.

\textsuperscript{124} Similarly, Kolb, supra note 36, at 123.

\textsuperscript{125} Gross, supra note 75, at 506.

\textsuperscript{126} See ILC, State responsibility, Summary Records of the Twenty-Sixth Session, 6 May-26 July 1974, 120th Meeting, A/CN.4/Ser.A, 1974, at 7 (noting that ‘[i]n any case it was essential to make a very clear distinction between responsibility for wrongful activities and liability for lawful activities liable to cause damage. In the case of wrongful activities, damage was often an important element, but it was not absolutely necessary as a basis for international responsibility. On the other hand, damage was an indispensable element for establishing liability for lawful, but injurious activities’, emphasis added). See also Crootof, supra note 98, at 600; Walton, supra note 98, at 1486-1487; Sander, supra note 85, at 49.

\textsuperscript{127} ILC, Draft Articles on Prevention, supra note 21, at 150, Commentary to Article 1, para 6; 152, Commentary to Article 2, para 5. See also Koivurova, supra note 10, para 11; Crootof, supra note 98, at 600.
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The answer to the first question may be found in the International Law Commission (ILC)'s Draft articles on Prevention of Transboundary Harm from Hazardous Activities, which defines ‘harm’ as ‘harm caused to persons, property or the environment’. And for the avoidance of any doubt, the ILC Special Rapporteur on the topic, Richard Quentin-Baxter, clarified that the scope of the Articles ‘will include all physical uses of territory giving rise to adverse physical transboundary effects’. In particular, he noted that:

‘No short phrase exactly describes the full extent of this field of application, and some doubts have been raised by an injudicious reliance upon references to “environment” or “physical environment”. A warning about this source of ambiguity was given during the Commission’s discussions at its thirty-second session, in 1980, and a similar question arose during the consideration of the Commission’s report in the Sixth Committee of the General Assembly, at its thirty-seventh session, in 1982. It should therefore be confirmed that there was never an intention to propose a reduction in the scope of the topic to questions of an ecological nature, or to any other subcategory of activities involving the physical uses of territory; nor, indeed, did any speaker in the Sixth Committee urge the desirability of such a reduction’.

Looking further back at the history of the principle, the Trail Smelter Arbitral Tribunal found that the obligation not to cause transboundary harm includes any ‘injurious act’ to the territory of another state, persons or property therein. In doing so, it looked at precedents dealing not only with environmental hazards but also with the use of weapons and the treatment of aliens. Similarly, according to the ICJ, the no-harm principle is a manifestation of the general principle of

---

128 ILC, Draft Articles on Prevention, supra note 21, at 152-153, Article 2(b) and Commentary, paras 8 and 9.
130 Ibid.
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prevention and therefore closely related to the Corfu Channel rule.\(^{133}\) Granted, this general finding was made in the context of a state’s obligation ‘to use all the means at its disposal in order to avoid activities which take place in its territory, or in any area under its jurisdiction, causing significant damage to the environment of another State’.\(^{134}\) Yet, that the Court specifically highlighted the existence of this duty, ‘now part of the corpus of international law relating to the environment’,\(^{135}\) as was relevant to the case at hand, by no means exhausts or negates the general applicability of the no-harm principle and other principles of prevention, beyond the environmental realm.

Finding an answer to the second question outlined earlier, i.e., whether the no-harm principle applies to non-physical harm, may be more difficult. Nonetheless, there is significant evidence that it does. First, it is worth noting that the ILC’s decision to focus its Draft Articles on the prevention of physical harm and ‘exclude transboundary harm which may be caused by State policies in monetary, socio-economic or similar fields’ was made ‘in order to bring this topic within a manageable scope’\(^{136}\) and given ‘that State practice [was then, in 1983] insufficiently developed in other areas’.\(^{137}\) Specifically, the Special Rapporteur noted that there was ‘no sufficiently broad agreement at the international level about the distinctions—well developed in municipal legal systems—between fair and unfair competition’.\(^{138}\)

Yet this pragmatic choice was made without prejudice to the development of state practice with respect to liability for non-material harm, which was indeed well-documented in the various ILC surveys of state practice that informed the Commission’s work on the prevention

\(^{133}\) Pulp Mills, supra note 14, para 101.

\(^{134}\) Ibid.

\(^{135}\) Ibid., citing Nuclear Weapons, supra note 25, para 29.

\(^{136}\) ILC, Draft Articles on Prevention, supra note 21, at 151, Commentary to Article 1, para 16.

\(^{137}\) Fourth report on international liability, supra note 129, para 63.

\(^{138}\) Ibid, para 14 (see also paras 12-13 and 63).
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of transboundary harm. Examples of non-material injuries that have given rise to claims of liability for transboundary harm include lost revenues or future interests resulting from territorial delimitation, ‘anxiety’ arising from potential nuclear damage, and population relocation costs. Tellingly, in its very first survey of state practice, conducted in 1984, the ILC found that:

Injury, for purposes of prior negotiation and consultation, may be subdivided into material, non-material and potential. There is no intention here clearly to define injury or harm. For the purposes of this study, material harm means “physical”, “quantitative” or “tangible” injury to a State’s interests. Non-material harm refers to moral or qualitative harm, for example an affront to the dignity or respect of a State, such as the broadcasting of material to another State that is inconsistent with its internal order and its territorial integrity.

Evidence of state practice substantiating this finding notably include:

a) Article 10, paragraph 2, of the 1927 International Radiotelegraph Convention, requiring parties to operate stations in such a manner as not to interfere with the radioelectric communications of other contracting states or of persons authorized by those Government;
b) Article 35(1) of the 1932 International Telecommunication Convention, which similarly requires states parties to operate all their ICT stations, whatever their object may be, in such manner as not to interfere with the radioelectric communications or services of other

---


141 2004 Survey of liability regimes, supra note 139, para 520.

142 1995 Survey of liability regimes, supra note 139, para 259.

143 1984 Survey of liability regimes, supra note 140, para 115.

144 Ibid, para 58.
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parties, or of private enterprises recognised or authorised by them to conduct a radiocommunication service, and c) Article 1 of the 1936 International Convention concerning the Use of Broadcasting in the Cause of Peace, which prohibits the broadcasting to another state of material designed to incite the population to act in a manner incompatible with the internal order and security of that state.

A similar provision requiring states to refrain from and prevent interference in other states’ radio services is found in Articles 6 and 45 of the 1992 Constitution of the International Communications Union. If since 1927, states have consistently recognised duties to prevent remote harm to or interference with other states’ ICTs of the day, one would reasonably expect that the harm caused by or to the digital technologies of today is equally covered by any general duty of prevention, unless sufficient state practice and opinio juris to the contrary exists. As the ILC Special Rapporteur on international liability noted, the duty to prevent transboundary harm “is a concomitant of the exclusive or dominant jurisdiction which international law reposes in the source State as a territorial or controlling authority.” Thus, if states exercise their sovereign powers over ICTs within or outside their territory, they ought to have the concomitant duty to prevent their use from harming other states.

While questions remain as to whether or not the no-harm principle covers non-physical injury, there is little doubt that ‘the required degree of care is proportional to the degree of hazard involved.’ This could mean that, if there is a foreseeable risk (ILC, Draft articles on Prevention, Commentary to Article 3, para 5) that the use of ICTs may lead to significant transboundary harm, such as the exploitation of another state’s critical systems, such as electric and nuclear

145 Ibid, para 59.
146 Ibid.
148 Fourth report on international liability, supra note 129, para 63.
149 ILC, Draft Articles on Prevention, supra note 21, at 155, Commentary to Article 3, para 18.
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power plants, or health and life-saving equipment in hospitals, then greater diligence is required from the state from which the operation originated. 150

Thus, there are strong reasons to suggest that it covers any type of transboundary harm, 151 including harms committed through ICTs, whether or not they are contrary to the rights of other states. 152 Admittedly, many harmful cyber operations will be contrary to at least one rule of international law and will likely be contrary to the rights of other states. In particular, if one views sovereignty as a standalone rule of international law, many would agree that intrusions on governmental networks or systems by another state whose agent is physically present on the victim state’s territory will breach such rule. 153 Likewise, coercive interferences with a state’s core governmental functions, such as its electoral processes, would violate the principle of non-intervention. 154 And to the extent that those cyber incursions violate the rights of individuals, such as their right to free elections, privacy or property, they would likely violate international human rights law. 155 This should be true at least for negative human rights obligations, 156 for which a state’s jurisdiction may be triggered by the exercise of control over the activity in question, 157 the ICT infrastructure used 158 or the enjoyment

150 Ibid, at 153-154, Commentary to Article 3, paras 5 and 11.

151 See supra note 21 and Crotof, supra note 98, at 603-604; Walton, supra note 98, at 1465, 1479-1481; Sander, supra note 85, at 51.

152 See, e.g., Crotof, supra note 98, at 603-604; Walton, supra note 98, at 1480-1482, 1497; Sander, supra note 85, at 49-50; Reinisch and Beham, supra note 12, at 104-106; Dör, supra note 75, at 93; Buchan, The Obligation to Prevent, supra note 1, at 439-452; Oikwen, supra note 48, at 210; Takano, supra note 108. See also Interim Report of the Ad-hoc Advisory Group on Cross-border Internet, supra note 53, paras 60-65.


155 Sander, supra note 85, at 35-43.
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of the victim’s human rights, regardless of physical proximity between the perpetrator and the victim.

However, no rule of international law needs to be breached or contravened for the no-harm principle to apply. This gives the principle a potentially wide scope of application which is particularly well-suited for ICTs, where debates continue as to the nature of sovereignty, jurisdiction and prohibited intervention, as seen in Chapter 3. In fact, the no-harm principle may be the only applicable rule of international law requiring States to prevent, stop and redress certain low-intensity cyber operations. Although the principle requires the crossing of an international boundary, it is not limited to physical harms. Often referred to as ‘international cybertorts’, these transboundary operations may include substantial financial loss, functional and/or physical damage to networks or systems, data corruption or loss, reputational or political damage.

ii. Threshold of harm

At the same time, the no-harm principle is only engaged by significant transboundary harm or the risk thereof. In the words of the ILC:

159 HRC, General Comment 36 (supra n 42), para. 63; ECtHR, Issa and Others v. Turkey, Appl. no. 31821/04, Judgment of 16 November 2004, para 71; ECtHR, Joloud v. The Netherlands, Appl. no. 47708/08, Judgment of 20 November 2014, para 152.

160 Walton, supra note 98, at 1486. See also Finland, Statement by Ambassador Janne Taalas, supra note 61, at 2.

161 Crootof, supra note 98, at 592-593; Sander, supra note 85, at 18-24, 52.

162 Walton, supra note 98, at 1497-1499, 1512.

163 ILC, Draft Articles on Prevention, supra note 21, at 152-153, Article 3(c)-(e) and Commentary, paras 9-12.

164 According to the ILC, the Draft Articles were limited to physical harms ‘to bring this topic within a manageable scope’. See Ibid., at 151; Commentary to Article 1, para 16; Trail Smelter, supra note 22, at 1926-1927; Nuclear Weapons, supra note 25, paras 29 and 36. See also Crootof, supra note 98, at 603; Walton, supra note 98, at 1482; Buchan, The Obligation to Prevent, supra note 1, at 449-450; Takano, supra note 108, at 1.

165 See Crootof, supra note 98, at 588-589, 592, 595-597; Walton, supra note 98, at 1513.
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It is to be understood that “significant” is something more than “detectable” but need not be at the level of “serious” or “substantial”. The harm must lead to a real detrimental effect on matters such as, for example, human health, industry, property, environment or agriculture in other States.¹⁶⁷

‘Significant harm’, in this context, encompasses ‘the combined effect of the probability of occurrence of an accident and the magnitude of its injurious impact’.¹⁶⁸ Thus, it covers activities carrying a ‘low probability of causing disastrous harm’, as well as operations where there is ‘a high probability of causing significant harm’.¹⁶⁹ In the context of ICTs, this could potentially include online mis- and disinformation campaigns, especially those taking place during elections¹⁷⁰ or public health crises.¹⁷¹ The determination of what amounts to significant harm involves a somewhat subjective or value-based assessment that varies depending on the circumstances prevailing at the time, in particular, existing scientific knowledge and the economic value of the activity or good in question.¹⁷² At the same time, this assessment must be based on objective or factual criteria, such as the scale and nature of the harm and its impact on different victims.¹⁷³

¹⁶⁷ ILC, Draft Articles on Prevention, supra note 21, at 152, Commentary to Article 2, para 4 (emphasis in the original).
¹⁶⁸ Ibid., para 2.
¹⁶⁹ Ibid., para 3.
¹⁷⁰ See Sander, supra note 85, at 49-50.
¹⁷² ILC, Draft Articles on Prevention, supra note 21, at 153, Commentary to Article 2, para 7.
¹⁷³ Ibid at 152-153, Commentary to Article 2, paras 4 and 7.
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iii. Knowledge requirement

Both the no-harm and the Corfu Channel principles are triggered by actual or constructive knowledge of a risk and exclude unforeseeable harms. However, the no-harm principle also covers remote risks of ‘disastrous harm’. This seems to imply a requirement to undertake more proactive measures of vigilance or monitoring, variable on the basis of the gravity of the harm. Again, a requirement for states to be continuously vigilant in their use of ICTs — or any other technology for that matter — depends on its technical and economic feasibility for the state in question and its compatibility with other international obligations, especially international human rights law. All in all, the more feasible it is for states to predict that a certain harmful cyber operation is forthcoming, the greater the degree of diligence required.

iv. Legal consequences

As seen earlier, the Corfu Channel principle is triggered once a state knows or should have known of the serious risk of an act contrary to the rights of other states emanating from or crossing its territory. However, a breach of the principle only occurs when the harm in question materialises. It is at this point that the responsibility of the duty-bearer is engaged, and other states can respond with countermeasures. Conversely, under the no-harm principle, the occurrence of harm or the risk thereof, which a state has failed to prevent or halt, does not automatically engage the responsibility of the duty-bearer. Here, state responsibility is delayed: a breach of the no-
Due diligence in international law and its applicability to ICTs

harm principle arises after a state fails to compensate the victim for the damage caused.\footnote{180}{See Crootof, supra note 98, at 603; Walton, supra note 98, at 1487-1488; Sander, supra note 85, at 51; Dörr, supra note 75, at 96.}

In this way, the no-harm principle is simultaneously a primary and secondary rule of international law: it requires states to take action and also foresees the very consequences arising from a failure to act.\footnote{181}{Walton, supra note 98, at 1486-1487; Sander, supra note 85, at 50.} Those consequences are, first and foremost, liability for the harm caused, and, second, responsibility for the eventual failure to redress it.\footnote{182}{ILC, Draft Articles on Prevention, supra note 21, at 148, General Commentary, para 1; at 150, Commentary to Article 1, para 6. See also Walton, supra note 98, at 1486-1488; Sander, supra note 85, at 51.} This norm structure is a logical consequence of the principle’s emphasis on reparation: states are given an opportunity to redress the harm before their responsibility is engaged. It is not the harm itself or the failure to prevent it that are unlawful,\footnote{183}{See ILC, Draft Articles on Prevention, supra note 21, at 154, Commentary to Article 3, para 7.} but the failure to redress it. The advantages of applying this regime to ICTs include increasing the costs of harmful cyber operations and deterring them, avoiding the stigma and antagonism associated with unlawful acts and fostering victim redress.\footnote{184}{Crootof, supra note 98, at 597-599, 604-608, 614; Walton, supra note 98, at 1511-1516.}
c. The Obligation to Protect Human Rights Online

The increasing number of everyday activities which are carried out online has exposed human rights to infinite possibilities of harm. Just to mention probably the most egregious example, the right to privacy is seriously endangered by the constant tracking and mining of online activities and data, as well as their consequent profiling. Likewise, the rights to freedom of thought, information and expression may be undermined by online disinformation campaigns, the proliferation of fake news or censorship. Cyber-bulling, defamation and hate speech can spread incredibly quickly, with detrimental effects on individuals’ rights and reputation.\footnote{185}{ECtHR, Delfi v Estonia, Appl. no. 64569/09, Judgment of 16 June 2015, para 110.}

International human rights law (IHRL) imposes on states a set of protective obligations against these harms. They cover online activities to the extent that they take place under a state’s jurisdiction.\footnote{186}{UN GGE Report 2015, supra note 5, para. 28(b).} In the ICT environment as in any other area of human activity, states have not only a ‘negative’ duty to respect human rights online — i.e. not to violate them with their own actions such as wrongful censorship or wrongful surveillance. They also have a positive duty to adopt all reasonable measures to protect the human rights of persons under their jurisdiction against threats posed by other entities, be them foreign governments, companies, criminals, or any other actor.\footnote{187}{ECtHR, Bărbulescu v. Romania, Appl. no. 61496/08, Judgment of 12 January 2016, para 110, with respect to the right to privacy. In this sense, see also Milanovic and Schmitt, supra note 69, at 270ff.} In addition, States must ensure the effective enjoyment of human rights on the Internet.\footnote{188}{Cf. HRC, ‘General comment no. 31 [80], The nature of the general legal obligation imposed on States Parties to the Covenant’, UN Doc CCPR/C/21/Rev.1/Add.13, 26 May 2004, para. 8. See also CESCR, ‘General Comment No. 3: The Nature of States Parties’ Obligations (Art. 2, Para. 1, of the Covenant)’, E/1991/23, 14 December 1990, para. 1; IACtHR, Velásquez Rodríguez v. Honduras, Judgment (Merits), 29 July 1988, paras 166–167.} Positive obligations to protect and ensure may be potentially identified for all human rights.\footnote{189}{See, e.g., Article 2(1)-(2) International Covenant on Civil and Political Rights 1966, 999 UNTS 171 (ICCPR); Article 2(1), International Covenant on Economic, Social and Cultural Rights 1966, 993 UNTS 3 (ICESCR); Article 1(1), American Convention on Human Rights 1978, OAS Treaty Series No 36, 1144 UNTS 123 (ACHR); Article 1, European Convention for the Protection of Human Rights and Fundamental Freedoms1953, ETS 5 (ECHR).}
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reference to the rights which are more commonly endangered online, one may highlight the rights to privacy, honour and reputation, and freedom of information and expression. Due diligence, in this context, designates the standard of conduct which states are required to exercise to comply with the said positive obligations.

Unlike the Corfu Channel and no-harm principles, IHRL due diligence duties are owed not only to other states, but also individuals, irrespective of nationality, and the international community as a whole. However, similarities also exist among those protective duties: positive obligations to protect human rights require states to prevent threats to the enjoyment of those right, halt harms as soon as they begin and, to the extent possible, mitigate their effects once they occur. Likewise, as for the other examined due diligence duties, states’ obligations to prevent human rights violations alleviate some of the difficulties with identifying and attributing authorship of malicious cyber operations: all that must be demonstrated is that the duty-bearer state failed to adopt the necessary and reasonable protective measures, irrespective of who or what caused the harm.

States’ obligations of due diligence under IHRL must not be confused with the related concept of ‘human rights due diligence’ — one of the non-binding responsibilities that businesses are advised to observe in

---

190 ECtHR, X and Y v. the Netherlands, Appl. no. 8978/80, Judgement of 26 March 1985, para 23; Bărbulescu, supra note 187, para 108; ECtHR, Hamalainen v. Finland, Appl. no. 37359/09, Judgment of 16 July 2014, para 62; ECtHR, Nicolae Virgil Tănescu v. Romania, Appl. no. 41720/13, Judgment of 25 June 2019, para 125. Cf. also HRC, ‘CCPR General Comment No. 16: Article 17 (Right to Privacy), The Right to Respect of Privacy, Family, Home and Correspondence, and Protection of Honour and Reputation’, UN Doc. HRI/GEN/1/Rev.9, 8 April 1988, para. 10.

191 HRC, General Comment 16, supra note 190, paras 1 and 11. The principles established therein, even though not referred to information and communication technologies specifically, are in principle applicable to such technologies as well.

192 HRC, ‘General comment No. 34, Article 19: Freedoms of opinion and expression’, UN Doc CCPR/C/GC/34, 12 September 2011, paras 12, 15.

193 HRC, General Comment 31, supra note 188, para. 8; Besson, supra note 38, at 2, 4-5; Schmitt and Milanovic, supra note 69, at 270ff.

194 With respect to civil and political rights, see HRC, General Comment 31, supra note 188, paras 8, 17; for economic, social and cultural rights, see, e.g. CESC, ‘General comment No. 24 (2017) on State obligations under the International Covenant on Economic, Social and Cultural Rights in the context of business activities’, UN Doc E/C.12/GC/24, 10 August 2017, para. 14.
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mitigating the human rights impact of their activities. That being said, states themselves may have a protective duty or ‘due diligence’ obligation to establish a legal framework that requires businesses to, in turn, exercise their own due diligence.

While states’ positive duties under IHRL are also subject to a requirement of capacity to act, common to other due diligence obligations, they may be ‘substantively ... more demanding’ than those deriving from general international law, often including duties to actively seek knowledge of violations. In particular, for some human rights, such as the right to life, there is a separate procedural obligation of result to put in place accessible and effective measures of vindication, including the duty to take appropriate measures to investigate, prosecute, punish and remedy violations. Positive obligations to protect human rights have other distinctive features, namely i) their limitation to the extent of the duty-bearer’s jurisdiction; ii) the type of harms covered; iii) the knowledge required to trigger the obligation; as well as iv) the particular legal consequences of a failure to protect applicable human rights.

i. State jurisdiction

Under some IHRL treaties, before states’ positive obligations in respect of online or offline harms can be triggered, jurisdiction over the right in question must be established. In IHRL, the concept of


197 CESCR, General Comment 24, supra note 194, paras 16-18, with respect to economic, social and cultural rights — but with a principle that could be extended to civil and political rights as well; Besson, supra note 38, at 8.

198 Besson, supra note 38, at 5-7.

199 Milanovic and Schmitt, supra note 71, at 281-282, citing as an example CESCR, General Comment 24, supra note 194, para. 33.

200 HRC, General Comment 36, supra note 42, para 67; ECtHR, McCann and Others v. United Kingdom, Appl. no. 19009/04, Judgment of 27 September 1995, para 161; ECtHR, Guzelyurtlu and Others v. Turkey, Application no. 36925/07, Judgement of 29 January 2019, para 189.

201 See, e.g., Article 2(1), ICCPR; Article 1, ECHR; Article 1(1), ACHR.
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Due diligence in international law includes not only the territory of the duty-bearer but also certain physical spaces, persons or events located extraterritorially. Considering the multi-layered and transnational nature of cyberspace, comprising physical infrastructure, logical systems and human activity across multiple boundaries, extraterritorial models of jurisdiction are particularly relevant in the context of states’ duties to prevent, halt and redress online harms. Five such models can be identified.

First, there is broad agreement that extraterritorial jurisdiction ‘follows’ individuals wherever a State exercises some form of physical control or authority over them. This is what is known as the ‘personal’ model of extraterritorial jurisdiction and most human rights bodies and commentators agree that it applies to both negative and positive human rights obligations. As is well-known, control over individuals may be exercised through the activities of State agents abroad.

Second, although not without contestation, several human rights bodies have expressed the view that jurisdiction may also be extended extraterritorially by looking at the activities of entities, such as companies, which are incorporated or located in the duty-bearer’s territory or are otherwise subject to its control. Under this approach, a state has jurisdiction over the activities of the said entities when these have a direct and reasonably foreseeable impact on the human rights of individuals extraterritorially. As such, a state’s positive duties

202 Sullivan, supra note 3, at 454, fn 88.

203 HRC, General Comment 31, supra note 188, para 10.

204 M. Milanovic, Extraterritorial Application, supra note 156, at 119. But the ECtHR has been reluctant to recognize this model in relation to extraterritorial kinetic force in the absence of governmental control (see ECtHR, Bankovic and others v. Belgium and others, Appl. no 52207/99, Decision of 12 December 2001, paras 74-82; and ECtHR, Al-Skeini and others v. United Kingdom, Appl. no 55721/07, Judgment of 7 July 2011, paras 136-137). For a recent analysis, see Milanovic, ‘The Murder of Jamal Khashoggi: Immunities, Inviolability and the Human Right to Life’, 20 Human Rights Law Review (2020) 1, at 23-24.

205 See e.g. Inter-American Commission on Human Rights (IACtHR), Coard et al. v. United States, Report N. 109/99, 29 September 1999, para 37; Al-Skeini, supra note 204, paras 136-139.

206 See Besson, supra note 38.
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Due diligence in international law and its applicability to ICTs concern the rights that may be infringed by said private entities.\textsuperscript{208}

Third, the Human Rights Committee has advanced a more expansive approach to extraterritorial jurisdiction, grounded in the exercise of control over the enjoyment of the rights in question, regardless of any physical control over territory, the perpetrators or the individual victim.\textsuperscript{209} While this functional approach to jurisdiction\textsuperscript{210} has had some acceptance with respect to negative human rights duties,\textsuperscript{211} many oppose its applicability to positive human rights obligations, fearing the lack of necessary governmental infrastructure or powers beyond a state’s territory or spatial control.\textsuperscript{212} However, the practical impact of adopting such jurisdictional model for positive obligations should not be overstated: any due diligence obligation only extends insofar as the duty-bearer has the capacity to adopt the protective or preventive measures in question.\textsuperscript{213} Capacity, in this context, includes the ability to influence the behaviour of the perpetrators,\textsuperscript{214} the unpredictability of certain events, the availability of resources, and the duty to respect and protect other human rights.\textsuperscript{215} Of course, there is a difference between a state having no jurisdiction (and thus no human rights obligations in the first place) at all and it being incapable to protect human rights within its jurisdiction: in the latter situation, a state may still be found.

\textsuperscript{208}Although this model of jurisdiction may overlap with the requirement of a State’s capacity to act, the two are grounded in different criteria and underlying rationales. Jurisdiction captures the connection between the State and the protected human right on the basis of effective control over different aspects of this connection. Conversely, capacity to act limits a State’s due diligence duties on the basis of a range of factors, including control over the activities or perpetrators in question, or a less demanding ability to influence their behaviour. Centre Besson, supra note 38, at 2.

\textsuperscript{209}HRC, General Comment 36, supra note 42, para. 63.


\textsuperscript{212}See, e.g., the account of the debate in Milanovic, The Murder of Jamal Khashoggi, supra note 204, at 19-20; and Milanovic, Extraterritorial Application, supra note 156, at 209, 210-212, 219-220.

\textsuperscript{213}For example, the ICESCR has no express jurisdictional threshold and yet most of its obligations are positive ones, i.e. duties to protect and ensure social, economic and cultural human rights.

\textsuperscript{214}Bosnian Genocide, supra note 82, para 430.
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in breach of its human rights obligations, but only insofar as it has the capacity to act. States are not required to do the impossible or to discharge a ‘disproportionate burden’, but are expected to adopt measures that are available and reasonable in the circumstances. Thus, as in any other jurisdictional model, the requirement of capacity to act overlaps with and modulates the notion of extraterritorial jurisdiction over the enjoyment of human rights.

Fourth and finally, the ECtHR has found that the exercise of adjudicative or enforcement jurisdiction under international law over certain events occurring abroad, such as the institution of investigations over the deaths of individuals occurring abroad, may give rise to jurisdiction over procedural human rights obligations, such as those arising from the right to life, provided that some ‘special features’ are present. This brings the notion of human rights jurisdiction closer to the concept of jurisdiction under international law. As the ECtHR has noted recently, this type of jurisdictional link arises especially in instances where the state in question not only has the power to exercise prescriptive or adjudicative powers over events occurring outside of its territory, but also has the obligation to do so under domestic or international law.

Likewise, that the event occurred extraterritorially is no obstacle to triggering the obligation to institute the necessary investigative proceedings. This is so to the extent that states may be able to do so through the use of ‘international legal assistance and modern technology’, for example.

216 Ibid.; see also Tănase v. Romania, supra note 190, para 136.

217 ECtHR, McCann and Others v. United Kingdom, Appl. no. 19009/04, Judgment of 27 September 1995, para 151; Velasquez Rodriguez v. Honduras, supra note 188, para 167. See also The Netherlands, Letter of 5 July 2019 (Appendix), supra note 60, at 4; and Korea, supra note 62, at 5.

218 Besson, supra note 38, at 5.

219 Güzelyurtlu and Others, supra note 200, paras 188-190; ECtHR, Georgia v. Russia (II), App. no. 38263/08, Judgement of 21 January 2021, paras 328-332; ECtHR, Hanan v. Germany, Appl. no. 4871/16, Judgement of 16 February 2021, paras 132-145.

220 Georgia v. Russia, supra note 219, para 331; Hanan, supra note 219, paras 137-142.

221 Hanan, supra note 219, para 145.

222 Ibid.
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ii. Type of harm

Due diligence obligations under IHRL cover a wide spectrum of harms, including any conduct by public or private entities that impairs the enjoyment of the relevant human rights online or offline, such as the rights to privacy and freedom of expression. Unlike the no-harm principle, the online harm in question need not have a transboundary nature: provided jurisdiction is established, a state must protect relevant human rights regardless of the harm’s origin or trajectory.

iii. Knowledge requirement

The amount of possible threats to the enjoyment of human rights is infinite and as widespread as the world’s entire population. Thus, it would be unrealistic and unreasonable to expect a state to be in a position to adopt preventive or remedial measures against any threat or harm to human rights. Rather, states are only capable and thus required to act in the presence of some level of knowledge that there is a risk to human rights. With respect to the right to life, the Human Rights Committee and the Inter-American Court of Human Rights have stressed that the knowledge requirement consists of reasonable foreseeability of threats of harm\textsuperscript{223} and constructive knowledge of an immediate and certain risk,\textsuperscript{224} respectively. Whilst these pronouncements were concerned with the protection of the right to life, there appears to be no particular reason not to extend them to positive obligations to protect other human rights, including in the ICT environment. This means that, under IHRL, states must also exercise ‘due diligence’ in seeking and evaluating available information about threats to human rights under their jurisdiction.\textsuperscript{225} And, as mentioned earlier, when a violation occurs, the have a separate obligation to institute all the necessary proceedings to investigate, punish and redress it.

\textsuperscript{223} As, for instance, affirmed by the HRC with respect to the right to life. See HRC, General Comment 36, supra note 42, para. 21; cf. also Osman v. United Kingdom, supra note 215, paras 115-116.

\textsuperscript{224} IACtHR, Sawhoyamaxa Indigenous Community v. Paraguay, Judgment (Merits, Reparations and Costs), 29 March 2006, para. 155; cf. very similar language in Tănase v. Romania, supra note 190, para 136.

\textsuperscript{225} HRC, General Comment 36, supra note 42, paras 13, 23, 27.
iv. Legal consequences of a failure to protect human rights

Unlike the Corfu Channel and the no-harm principles, positive obligations to protect and ensure human rights are breached by the mere lack of diligence, i.e. the wrongful omission or inaction in adopting the measures required. This is true to the extent that states must prevent objectively foreseeable threats to human rights. Thus, a breach of such duty arises from the emergence of a risk of harm, regardless of whether or not it materialises. Although the actual occurrence of the prohibited harm is generally indicative that the State has failed to fulfil its positive obligations, proof of causation between the lack of due diligence and the harm is unnecessary. Nonetheless, in the past, the ECtHR has considered that state’s knowledge of, acquiescence or connivance to human rights violations perpetrated by third parties suffices to demonstrate a breach of that state’s positive duties to protect those rights.

---

226 See, e.g., Ibid., para. 7.


228 This principle applies at the very least to the right to life and the right not to be subjected to torture and ill-treatment (see, e.g., HRC, General Comment 36, supra note 42, para. 7; ECtHR, Keller v. Russia, Appl. no. 26824/04, Judgment of 17 October 2013, para 82; Osman v. United Kingdom, supra note 215, para 116; ECtHR, O’Keefe v. Ireland, Appl. no. 35810/09, Judgment of 28 January 2014, paras 16, 162; ECtHR, Kunt v. Turkey, Appl. no. 15199/97/799/1002, Judgment of 25 May 1998, para 69. It also seems to apply to the right to non-discrimination, including in the context of online hate speech (see ‘Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression’, UN Doc A/74/486, 9 October 2019, paras 13, 14(f), 16). See, generally, Vladislava Stoyanova, ‘Fault, Knowledge and Risk Within the Framework of Positive Obligations Under the European Convention on Human Rights’, 33 Leiden Journal of International Law (2020) 601.

Importantly, a breach of positive human rights obligations arises not only from complete inaction but also from the adoption of insufficient or ineffective measures, when more appropriate ones would have been available. Conversely, the occurrence of the prohibited harm does not necessarily mean that the state violated its due diligence obligations under IHRL. A violation only arises if it is proven that the state failed to adopt additional protective measures that it could have reasonably implemented.

**d. Cyber Due Diligence in International Humanitarian Law**

Cyber operations are by now part and parcel of modern warfare. Whilst they may specifically target military infrastructure, cyber weapons and tactics have the potential to intentionally, indiscriminately or disproportionately disable civilian infrastructure and disrupt the provision of services essential to the civilian population. Many states and most commentators agree that, at the very least, cyber operations having kinetic effects similar to those of traditional uses of armed force — e.g. the destruction of civilian objects or harm to civilians — are covered by the provisions of international humanitarian law (IHL) when carried out during an armed conflict. But it remains unclear whether, in the absence of physical damage, the mere corruption of data or functional system disruptions amount to attacks governed by IHL.

In any event, numerous rules of IHL establish obligations of conduct.

---

230 Cf. ECtHR, Hatton v UK, Appl. no. 36022/97, Judgment of 8 July 2003, paras 138-142.
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with which states must comply by exercising due diligence including in their use of ICTs. Some of these require state to prevent violations or harmful activities carried out by third parties, whether states or non-state actors. Of particular relevance are the obligations to: i) ensure respect for IHL; and ii) adopt defensive precautions to avoid or minimize harm to civilian objects and the civilian population.

i. The general duty to ensure respect for IHL in cyberspace

An obligation containing a standard of due diligence is codified in Article 1 common to the 1949 Geneva Conventions on the protection of victims of war (GCs). It requires states to respect and ensure respect for the provisions of the conventions — a provision repeated almost verbatim in Article 1(1) of Additional Protocol I (AP). The customary status of this rule was recognized by the ICJ, as well as its application to both international and non-international armed conflict. Given the erga omnes nature of IHL, not only parties to an armed conflict, but all states are bound to do 'everything in their power to ensure that the humanitarian principles underlying the Conventions are applied universally'. According to Rule 144 of the International Committee of the Red Cross (ICRC)'s Customary IHL Study, this obligation requires states not only to refrain from committing or encouraging


237 Article 1 common to: Convention (I) for the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field 1949, 75 UNTS 31; Convention (II) for the Amelioration of the Condition of Wounded, Sick and Shipwrecked Members of Armed Forces at Sea 1949, 75 UNTS 85; Convention (III) relative to the Treatment of Prisoners of War 1949, 75 UNTS 135; Convention (IV) relative to the Protection of Civilian Persons in Time of War, 75 UNTS 287.

238 Article 1(1), AP I.


241 Jean-Marie Henckaerts and Louise Doswald-Beck (eds), Customary International Law — Volume I: Rules (2009), at 509-513. Rule 139, instead, reproduces verbatim the language of common Article 1, but it limits its scope of application to armed forces and other entities acting on the instructions, or under the direction or control of a party to the conflict. See ibid., at 495ff.
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violations of IHL but also to take positive steps to ensure — even in peacetime — that other entities comply with IHL thereby preventing such violations from occurring.

This obligation also applies in the ICT environment and entails a duty to act, as far as possible, to prevent and halt cyber operations constituting violations of IHL. Its broad scope of application covers potential violations by state agents, as well as private entities over which a state exercises authority, such as populations under belligerent occupation, or exerts a reasonable degree of influence, including other states and non-state groups located in different parts of the world. As with other protective obligations, the duty to respect and ensure respect for IHL is triggered and limited by a state's capacity to act. This, in turn, depends on a range of factors, such as available resources, the gravity of the violation and the degree of control or influence that the state exercises over the direct perpetrators.

Yet lack of military, economic or other resources does not exempt states from what remains a binding legal obligation to acquire and employ all reasonable means to ensure respect for IHL, including in their use of ICTs. The duty is triggered not only by a state's knowledge of violations but also by objective foreseeability thereof.

243 Ibid., paras 127-128 and 185.
245 ICRC, 2016 Commentary, supra note 239, para 150.
246 Ibid., paras 150 and 153-154.
247 Ibid., paras 166, 187.
248 Ibid., paras 165-166 and, mutatis mutandis, Bosnian Genocide, supra note 82, para 430. See also Longobardo, supra note 236, at 60-62.
249 ICRC, 2016 Commentary, supra note 239, para 187.
250 Ibid., paras 150, 164.
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Nonetheless, although the duty to prevent violations of IHL arises from the moment they become known or foreseeable, it appears to be breached only if the actual harm materializes, like the Corfu Channel and no-harm principles.\(^{251}\) States may comply with this rule by simply adopting measures well-known in the law of state responsibility, such as invoking a breach of IHL by a third state through adjudicative or diplomatic means,\(^{252}\) demanding its cessation, guarantees of non-repetition or reparations,\(^{253}\) refraining from recognising the situation as lawful and rendering aid and assistance to the state in breach,\(^{254}\) as well as taking effective steps to investigate and punish the violations.\(^{255}\)

ii. The duty to adopt protective precautions against the effects of cyber warfare

The principle of precaution enshrined in several IHL provisions also embodies a set of duties to exercise due diligence in protecting individuals against harm. Article 51 AP I generally provides that “[t]he civilian population and individual civilians shall enjoy general protection against dangers arising from military operations.”\(^{256}\) It is immediately evident how cyber warfare may pose a challenge to the application of such rule. To begin with, civilian cyberinfrastructures may not be easily distinguishable from lawful military objectives, as the latter often depend on services and resources provided by private entities.\(^{257}\) The interconnectivity of the Internet and other networks may also mean that cyberattacks directed against military objectives may spill over

---

251 ICRC, 2016 Commentary, supra note 239, para 166 establishes a parallelism between common Article 1 and Article 1 of the 1948 Genocide Convention. The ICJ in Bosnian Genocide, supra note 82, para 431, established that a breach of the duty to prevent occurs only if genocide is actually committed, in line with Article 14(3) ARSIWA.

252 ICRC, 2016 Commentary, supra note 239, para 181.


254 Articles 16 and 40-41, ARSIWA; cf. ICRC, 2016 Commentary, supra note 239, paras 158-163.

255 Koivurova, supra note 10, para 32.


257 Cf. Article 52(2), AP I.
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civilian systems, causing disruption or dysfunctionality.\footnote{258}

To obviate such undesirable results, Article 58 AP I requires all parties to a conflict to adopt precautionary measures to protect civilian populations and objects against the effects of attacks, provided they exercise control over the territory, physical infrastructure or perhaps the operational system which may be targeted.\footnote{259} The rule has achieved customary status, as recognised by Rules 22-24 of the ICRC’s Study on Customary IHL, and is applicable not only in international armed conflict but also, arguably, in non-international ones.\footnote{260}

Along with other protective obligations, the duty to adopt precautions against the effects of attacks is triggered and limited by a state’s capacity to act, only covering measures that are ‘practicable or practically possible’.\footnote{261} In respect of cyberattacks, this might require states to adopt, to the extent feasible, measures such as establishing a clear separation between military and civilian cyberinfrastructure and networks, identifying and protecting critical civilian infrastructure and services — such as those related to the provision of medical assistance, electricity, telecommunications, transport and distribution of objects indispensable for the survival of civilians — from potentially disruptive cyber operations, such as by taking them off the Internet.\footnote{262}

\begin{footnotes}

\footnote{259}{Yes Sandoz, Christophe Swinarski and Bruno Zimmermann, Commentary on the Additional Protocols of 8 June 1977 to the Geneva Conventions of 12 August 1949 (ICRC, 1987), at 692, para 2239.}

\footnote{260}{Henckaerts and Doswald-Beck, supr note 241, at 69-70.}

\footnote{261}{Cf., e.g., US Department of Defense, ‘Law of War Manual’, June 2015 (Updated December 2016), at 192, para. 5.2.3.2.}

\end{footnotes}
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5. Conclusion: A Patchwork of Existing Duties to Behave Diligently in the ICT Environment

Throughout this chapter, we have stressed that the concept of due diligence is best understood as a flexible standard of care or good governance found in a variety of primary rules or principles of international law across a range of areas. Thus, in a way, there is a patchwork of different but overlapping due diligence obligations governing cyberspace. Yet a set of core elements also threads them together.

First, all due diligence obligations seem to presuppose the exercise of state sovereignty, jurisdiction or control over a territory, the right-holder or the conduct in question. Secondly, and relatedly, those obligations are subject to and limited by a state’s capacity to act, giving effect to the idea that states have common but differentiated responsibilities. Thirdly, this flexible obligation of conduct seems to be coupled with an obligation of result to put in place the minimal legislative, judicial and executive infrastructure needed to exercise due diligence. Fourthly, a state is only required to act in the presence of some degree of information about the harm or risk in question, ranging from actual or constructive knowledge to objective foreseeability. Lastly, all these elements are geared towards a central duty to prevent, halt and/or redress harm or the risk thereof, consisting of an act

263 ILA Study, supra note 14, at 5; HRC, General Comment 36, supra note 42, para. 22.
264 Alabama, supra note 15, at 129; ILA Study, supra note 14, at 20, 47; HRC, General Comment 36, supra note 42, para. 21; Bosnian Genocide, supra note 82, paras 430–432; Nicaragua, supra note 40, para 157. See also Koivurova, supra note 10, paras 17, 19. On how capacity limits states’ ability to prevent and mitigate harmful cyber operations, see OEWG, ‘Final Substantive Report’, 10 March 2021, UN Doc. A/AC.290/2021/CRP.2 (‘OEWG Final Substantive Report’), para 54.
266 Pisillo-Mazzeschi, supra note 14, at 27.
267 ILC, Draft Articles on Prevention, supra note 21, at 155–156; Commentary to Article 3, para. 17; Article 5 and Commentary; ILA Study, supra note 14, at 124; Alabama Claims Commission, 131; Koivurova, supra note 10, para 21; Pisillo-Mazzeschi, supra note 14, at 26–27; Kolb, supra note 36, at 117, 127; Couzigou, 50–51; Okwori, 223.
268 ILA Study, supra note 14, at 47.
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contrary to the rights of other states, significant transboundary harm, or a violation of more specific international rules, such as IHRL and IHL.

These common threads raise the following question, foreshadowed at the beginning of this paper: is there a general principle of due diligence in international law? Perhaps. This is what the ICJ seemed to be implying when, in *Pulp Mills*, it stated that ‘the principle of prevention is a customary rule, and as such it has its origins in the [standard of] due diligence that is required of a state in its territory’.\(^{269}\) In the same vein, citing the Alabama Claims Commission, the *Trail Smelter* Arbitral Tribunal held that both arbitrations were decided on the basis of the ‘same general principle’ according to which ‘[a] State owes at all times a duty to protect other States against injurious acts by individuals from within its jurisdiction’.\(^{270}\) The International Law Association\(^{271}\) and some states have also supported this position, particularly in the context of cyberspace.\(^{272}\) But whether or not this holds true, it should not detract from the fact that a comprehensive legal framework of *binding* obligations to prevent and redress harm already applies in cyberspace, however patchy or fragmented it is.

Such framework comprises at least two different primary rules of general application, namely the Corfu Channel and the no-harm principles. In addition, different obligations containing a standard of due diligence belonging to specialised branches of international law apply concurrently to cover different uses, aspects and consequences of ICTs. Among them we have highlighted the positive obligation to protect human rights online, as well as the duty to ensure respect for IHL and to adopt precautions against the effects of cyberattacks in armed conflict.

---


\(^{270}\) *Trail Smelter*, supra note 22, at 1963 and 1965.

\(^{271}\) ILA Study, supra note 14, at 6.
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While the said rules overlap and could be interpreted systematically insofar as they work towards similar goals, they remain separate and should not be conflated. Each has different triggers, requirements and standards of care. It may well be that, from their similarities, one can derive a general principle of international law. Furthermore, states maintain the prerogative to develop — through conventional or customary international law — a new specialised duty of ‘cyber due diligence’. This duty may well be modelled on any of the existing due diligence obligations or a mix thereof, following the approach of the Tallinn Manuals. However, in debates about ‘cyber due diligence’, the controversial existence of a general principle or a cyber-specific rule of due diligence should not be presented as an alternative to a legal vacuum. This is because international law already provides more than meets the eye: a patchwork of due diligence duties that, together, require states to do their best to prevent, halt and respond to a wide range of online harms.
Cyber due diligence in practice

1. Introduction: Mapping out Diligent State Behaviour in the ICT Environment

In this chapter, we turn to the application of the ‘patchwork of cyber due diligence obligations’ in practice. As argued in Chapter 1, we believe that applying rules of general international law to ICTs can be more realistically framed as a process of interpretation, as opposed to the identification of new, technology-specific customary rules. Interpretation is an inherent part of legal reasoning, which is set in motion not only when abstract legal concepts are assessed but also when these are applied to facts of life – old and new. Thus, in Chapter 4, we laid out the existing rules of international which we believe apply to ICTs by default, given their general scope of application. Yet to ensure that this reading of the patchwork of due diligence duties is consistent with states’ current behaviour and attitudes in their use of ICTs, we have also looked at a geographically representative sample of behaviour and position statements adopted by states across the globe.

Those materials, which we conveniently call ‘subsequent behaviour and attitudes’ constitute an important tool for the interpretation of evolving customary and treaty rules. In the same vein, by matching our ‘deductive’ findings with current state practice and expressions of opinio juris, we also confirm them by induction. Specifically, we have looked at different measures adopted by a number of states at the domestic and international levels which can be said to amount to diligent behaviour in the ICT environment. We started with an in-depth analysis of measures taken by a representative sample of states selected on the basis of their legal traditions, geographical representation, cyber influence and capabilities, as well as the availability of relevant data. These are: Japan, China, Singapore, Russia, the United Kingdom, Germany, France, the United States, Canada, Brazil, Argentina, South Africa, Iran and Australia.\(^1\) We looked at domestic laws, regulations, policy and strategic documents, country-wide initiatives, implementation practices,

---
\(^1\) We would like to acknowledge that the United Nations Institute for Disarmament Research (UNIDIR) Cyber Policy Portal (available at [https://unidir.org/cpp/en/](https://unidir.org/cpp/en/)) was instrumental to our survey.
bilateral and multilateral treaties, and official statements before international fora which constitute examples of diligent behaviour as well as states’ attitudes towards these measures. Subsequently, we carried out less-comprehensive surveys of the same or similar materials with respect to other states which have so far expressed their views on cyber due diligence.

On the basis of this data, which we describe below, we have found that an overwhelming number of states have implemented measures of diligent behaviour in cyberspace, more often than not with the understanding that they must do so under international law, though without pinpointing the exact source of their obligation. Ostensibly, when states have put forward their own understanding of due diligence in their use of ICTs, they have not always been consistent in identifying its exact legal basis and content under international law. For instance, states such as the Netherlands,\(^2\) Finland,\(^3\) France\(^4\) and Czech Republic\(^5\) seem to have conflated the requirements of the Corfu Channel and no-harm principles into a single cyber due diligence rule, following the approach of the Tallinn Manuals.\(^6\) Nevertheless, taken as a whole, there is no question that both the diligent practice and the agreement that this practice is required by binding international law, can be observed among a significant number of states. This should put to rest any doubts about the existence and applicability of protective duties containing a standard of due diligence to ICTs.


\(^3\) ‘International law and cyberspace – Finland’s national positions’, 15 October 2020, available at https://um.fi/documents/35732/0/Cyber+and+international+law%3B+Finland%27s+views.pdf/41404cbb-d300-a3b9-92e4-a76675d5d585?t=1602758856859 (‘Finland’s Position’), at 4.


In the remainder of this chapter, we provide detailed guidance on the implementation of those obligations. Such guidance was drawn from our survey of diligent state behaviour around the world. It consists of a rich ‘roadmap’ of measures at the disposal of states in ensuring compliance with different protective duties in their use of ICTs. Indeed, to ensure that states do comply with their patchwork of cyber due diligence obligations, it is not enough to demonstrate the existence of these rules and flesh out their content and elements in the abstract, as we have done in previous chapters. Clearer guidance ought to be provided as to how states should interpret, apply and implement due diligence duties in the ICT environment.

Having said that, the conclusions we draw on particular cyber due diligence measures remain guidelines rather than binding international law requirements. As with any due diligence obligation, general or specific, states enjoy a wide margin of discretion in discharging their preventive or remedial duties in respect of ICTs. And their responsibility for breaches of those obligations must be assessed on a case-by-case basis, by considering, inter alia, their knowledge of the harm or risk in question and the measures which they were reasonably capable of adopting in the circumstances.

2. A Roadmap to Compliance: Key Cyber Due Diligence Measures

States enjoy a wide margin of discretion when discharging their due diligence duties in cyberspace. This is so to the extent that such obligations are limited by the duty-bearer’s capacity to act. Correspondingly, a large spectrum of cyber due diligence measures of various types, costs and aims is available to states. The more feasible a measure is, the higher the expectation on a state to adopt it. Thus, basic measures which are inherent to statehood and thus available to each and every state, such as legislation, investigation and prosecution of crimes committed through ICTs (i.e., ‘cybercrime’), might be

necessary to fulfil a state’s minimum capacity-building obligations under international law.\textsuperscript{8} By contrast, more costly and sophisticated measures may not be feasible for many states, especially less developed countries. Despite their differences, these measures have in common the ability to prevent, stop and/or redress the effects of harmful cyber activity, with varying levels of effectiveness. For the sake of consistency and simplicity, we have arranged those measures largely in accordance with the classification devised by the ITU’s Global Cybersecurity Agenda. These are: a) legal measures; b) technical and procedural measures; c) organisational or institutional structures; d) capacity-building; e) international cooperation;\textsuperscript{9} with the additional category of f) financial measures.

Naturally, these categories overlap as certain measures either have a dual nature or are interdependent. For instance, legal measures such as legislation, investigation and prosecution ground, enforce and adjudicate technical measures (such as ICT standards and monitoring), organisational structures (such as public–private partnerships), capacity-building (such as training and public awareness campaigns), and international cooperation between states. In the same vein, the implementation of legal, technical, capacity-building and cooperative measures depends on joint efforts and institutional arrangements between governmental bodies operating at different domestic levels, state diplomats, the industry, academia and civil society.\textsuperscript{10} And these multi-stakeholder efforts can only work if experts in different fields, such as law, policy, politics and computer science work together in a collaborative way. After all, even if only states have binding due diligence obligations \textit{under international law}, the vast majority of ICTs,
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including the Internet and its public core (i.e. the Internet Protocol Addresses, the Domain Name System, fibre optic or copper cables spread across national borders, routers and their routing protocols, Internet Exchange Points), are owned or controlled by private tech companies and used by individuals in civil society.

Measures can address domestic or external threats and be of a proactive or defensive nature. For instance, to prevent their territory from being used by malicious actors to harm other states or their populations, states may adopt a number of legal, technical, organisational, capacity-building and cooperative measures, in line with the Corfu Channel and no-harm principles, as well as human rights obligations within their jurisdiction. In the same vein, to protect their own territory and population from external cyber threats and thereby fulfil their duties to protect human rights and protect civilians during armed conflict, states may adopt a range of legal, technical, organisational, capacity-building, cooperative and financial measures. Not surprisingly, these various measures reflect, to a large extent, those which states would be expected to adopt to implement the various norms of responsible state behaviour in cyberspace, listed in para 13 of the 2015 GGE Report.

a. Legal Measures

Legal measures form the bedrock of cyber due diligence, both as a matter of law and policy. An appropriate legal and regulatory framework appears as an indispensable step for the effective

---
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prevention, response to and mitigation of online threats and harms. On the one hand, several preventive and remedial measures of a legal, judicial or executive nature carry with them limitations on the rights of individuals and private entities, which require prior notice under international or domestic law. In particular, the criminalisation of malicious cyber activity, such as ransomware, spyware, phishing or cyber terrorism requires prior criminal law, in accordance with the principle of legality, enshrined in virtually all human rights treaties and legal systems across the world. Likewise, the imposition of obligations or liability on companies to remedy any harm resulting from their activities in cyberspace must be done by law. On the other hand, from a policy perspective, it is hard to implement measures of cyber due diligence without a constant, guiding legal framework. In this sense, law serves to provide direction and structure to other measures. In the same vein, a clear legal framework laying out the rights and responsibilities of states and private entities in the cyber domain, along with sanctions and remedies in case of non-compliance, is a powerful means to induce compliance, by educating the public, deterring malicious activity and punishing those responsible. According to the experts who contributed to the ITU’s Global Cybersecurity Agenda, effective legal instruments are essential to build confidence and security in the use of ICTs. Such legal measures include not only legislation and statutes, but legal principles, customary rules, regulation, adjudication — whether through judicial, arbitral

15 Antonio Coco and Talita de Souza Dias, ‘Cyber Due Diligence in Public Health Crises’, in Carla Ferstman and Andrew Fagan, Covid-19, Law and Human Rights: Essex Dialogues, A Project of the School of Law and Human Rights Centre (Creative Commons, 1 July 2020), available at https://repository.essex.ac.uk/28002/1, at 304. See also, in the context of international human rights law, ECtHR, Bărbulescu v. Romania, Appl. no. 61496/08, Judgment of 12 January 2016, paras 115-116; HRC, General comment no. 31 [80], The nature of the general legal obligation imposed on States Parties to the Covenant, UN Doc CCPR/C/21/Rev.1/Add.13, 26 May 2004 (‘General Comment 31’), paras 7, 13; General Comment 36, supra note 13, paras 4, 13, 22.


19 ITU GCA Report, supra note 9, at 6.
or alternative means of dispute resolution — and law enforcement. And these can be enacted, developed or instituted at the domestic or international level.

Given the transboundary nature of cyberspace, a comprehensive international legal framework is instrumental to constrain and redress malicious cyber operations. Similarly, while harmonised domestic legal frameworks criminalising or outlawing such operations would be ideal, extradition, law enforcement and judicial cooperation agreements can help secure legal compliance across national borders. International and domestic legal frameworks may well be technology-specific, but existing legal provisions of a general scope covering a spectrum of technologies may well be effective. To be sure, not all malicious cyber operations do or should constitute cybercrimes, but only the most serious ones, with tort, contract and administrative law covering less harmful activity. For ITU experts, legislative, judicial and law enforcement efforts should focus on spam, identity theft, massive and coordinated cyberattacks against critical information infrastructure, as well as their preparatory acts. Other experts have warned about the need to adopt legal measures to address cyberattacks against digital supply chains, unlawful surveillance, including through spyware software, electoral

20 Ibid, at 6-7, paras 1.1-1.5.

21 Ibid, at 8, paras 1.13 and Tech Accord, at 5.

22 ITU GCA Report, supra note 9, at 7, para 1.6.


24 ITU GCA Report, supra note 9, at 7, 1.7.
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interference and online disinformation campaigns. Thus, in a somewhat circular way, compliance with due diligence obligations under international law necessitates, at the very least, more clarity as to the extent to which existing international law applies in cyberspace, particularly overarching rules and principles such as sovereignty and non-intervention. In this regard, several scholars, international organisations, NGOs and industry representatives, have called upon states to express their views as to how international law applies in cyberspace. All the states we have surveyed have been quite vocal in this respect. In particular, France and Australia have not only made detailed submissions before international fora, such as the GGE and Open-Ended Working Group (OEWG) on ICTs but have also published comprehensive documents laying out their positions on the applicability, scope and interpretation of core international legal

---


29 Australia’s Public Consultation, supra note 18, at 2-3, 5, 8-9, 12, 17 (comments by Institute for International Cyber Stability, Tech Accord, Australian Strategic Policy Institute, International Cyber Policy Centre and Microsoft).


32 See supra note 29.


At the interface between international and domestic law are certain international treaties requiring states to criminalise, investigate and prosecute malicious cyber conduct domestically, as well as to cooperate for this purpose. A prime example of this sort is the Council of Europe’s Budapest Convention on Cybercrime,\footnote{See also Australia’s Public Consultation, supra note 18, at 2, 4-7 (submissions by Tech Accord, Microsoft, Australian Strategic Policy Institute, International Cyber Policy Centre).} which,
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Among our surveyed states, has been ratified by France, Germany, the UK, the US, Japan and Argentina.\textsuperscript{38} Several legal experts involved in the ITU’s Global Cybersecurity Agenda have cited it as a model for states in the adoption of domestic rules and principles for the prevention and punishment of cybercrime.\textsuperscript{39} The Budapest Convention has also been supplemented by an Additional Protocol Concerning the Criminalisation of Acts of a or Xenophobic Nature Committed Through Computer Systems.\textsuperscript{40} Other examples include: the Commonwealth of Independent States’ 2001 Agreement on Cooperation in Combating Offences related to Computer Information;\textsuperscript{41} the Shanghai Cooperation Organization’s 2009 Agreement on Cooperation in the Field of International Information Security;\textsuperscript{42} the 2010 Arab Convention on Combating Information Technology Offences;\textsuperscript{43} and the African Union Convention on Cyber Security and Personal Data Protection, which was adopted in 2014 and has not yet entered into force.\textsuperscript{44} Although other multilateral treaties on cybercrime are yet to be concluded, several states have concluded bilateral agreements or memoranda of understanding stressing their commitment or intention to criminalise, prosecute and punish malicious cyber activity, including the states we have surveyed.\textsuperscript{45}

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{38} Council of Europe, ‘Parties/Observers to the Budapest Convention and Observer Organisations to the T-CY’, available at https://www.coe.int/en/web/cybercrime/parties-observers.
\item \textsuperscript{39} ITU GCA Report, supra note supra note 9, at 6–8.
\item \textsuperscript{40} ETS 189.
\item \textsuperscript{41} Available in English at https://dig.watch/instruments/agreement-cooperation-combating-offences-related-computer-information-commonwealth-independent.
\item \textsuperscript{42} Concluded on 16 June 2009, available at http://eng.sectsco.org/documents, download at http://eng.sectsco.org/load/207508/.
\item \textsuperscript{44} See https://au.int/en/treaties/african-union-convention-cyber-security-and-personal-data-protection. Provisions related to adequate cybercrime legislation most notably include Arts 25 and 29-31. When in force, the Convention will oblige Parties also — inter alia — to ensure the safety of electronic transactions (Arts 2-7) and the protection of personal data (Arts 8–23). Other notable obligations include: the adoption of a national cybersecurity framework (Art. 24); the establishment of adequate institutional mechanisms in charge of national cybersecurity governance (Art. 27); and international cooperation (Art. 28).
\end{itemize}
\end{footnotesize}
When it comes to domestic law, all sampled states have put in place a legal framework laying out measures to prevent, stop and respond to cyber harms, although these vary in scope and detail.⁴⁶ They have

---
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all adopted specific criminal provisions on cybercrime, including, in particular, offences affecting the availability, confidentiality and integrity of computer systems and/or data, as well as the dissemination of harmful content, such as child pornography, terrorism, advocacy for hatred, or malicious software. 47 Some have adopted legislation allowing the imposition of targeted sanctions — in the form of asset freezes and travel bans against individuals and entities involved in harmful cyber operations, in order to deter and counter them. 48 A large majority of states have issued national cyber security strategies, outlining key aims and measures to promote a safe online environment. Notable among these are the protection or defence of public and private systems, 49 particularly critical infrastructure; 50 detection, prevention and response to, and recovery from cyber incidents, 51 attacks, 52 threats, 53 or acts
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contrary to the maintenance of international security and stability;\textsuperscript{54} preparedness, response and recovery.\textsuperscript{55} Some states have also adopted a national cyber defence strategy, either as a separate document,\textsuperscript{56} or as part of a general military instrument,\textsuperscript{57} which recognises the use of ICTs for military purposes, offensive and/or defensive.

Among these, the US, the UK and Japan have published elaborate cyber defence strategies grounded in the idea that it is essential to proactively defend their national ICT systems and infrastructure against malicious cyber operations. Rather than waiting and reacting to cyber attacks, these states have granted national cybersecurity bodies and certain private entities the power to pre-empt cyber threats by actively disrupting and disabling, including by automated means, malware and their infrastructure at the source, before they can be deployed for malicious purposes.\textsuperscript{58}

---

\textsuperscript{54} National Cyberspace Security Strategy (China), supra note 50.


Japan’s strategy, ‘Proactive Cyber Defense’ is centred around preventive or pre-emptive measures to counter domestic cyber threats, such as threat information and induced attacks. This strategy seems to give effect not only to Japan’s own constitutional legal framework, but also its international obligations not to allow its territory to be used for acts harmful to other states, as well as to protect the human rights of individuals within its jurisdiction.

In the US, this doctrine is known as ‘Defend Forward’ and its implementation relies on ‘persistent engagement’ against foreign cyber threats. While this strategy has not been officially linked to any particular rule of international law, some scholars have opined that it has been or at least could be employed as a countermeasure against breaches of due diligence duties owed by third states — those failing to prevent malicious cyber operations emanating from their territory. But this view cannot be easily reconciled with three key tenets of the law of state responsibility: a) that countermeasures must be directed against the state in breach, as opposed to non-state groups or individuals; b) that states must notify and call upon the state in breach to comply with their obligations, except in the case of urgent countermeasures against imminent threats (which, by definition, is not the case of pre-emptive operations); and, most importantly, c) that, for due diligence obligations to be breached, the harm or event to be prevented must have occurred.

64 Art. 49(1), ILC, Articles on Responsibility of States for Internationally Wrongful Acts, UNGA Res. 56/83, 12 December 2000 (‘ARSIWA’).
65 Art. 52(1)(a)(b), ibid.
66 Art. 14(c), ibid.
In the UK, a similar strategy to counter internal and external cyber threats has been framed as ‘Active Cyber Defence’, and it has been explicitly linked to para 13(c) of the 2015 GGE Norms of Responsible State behaviour, i.e. the ‘due diligence norm’ mentioned earlier. The connection suggests that active cyber defence is a means to fulfil the UK’s own cyber due diligence obligations or responsibilities. Although this is a more plausible interpretation of such interventionist cyber strategies, it remains questionable whether those measures are consistent with other rules of international law, such as sovereignty, non-intervention and human rights.

Beyond general or military cyber strategies, most of states surveyed have adopted legislation specifying a range of technical, institutional, capacity-building and cooperative measures to be adopted primarily by executive bodies at different administrative levels. Prominent among these are China’s Cybersecurity Law as well as Russia’s Federal Laws on: a) Information Technologies and Information Protection; and b) the Security of Critical Information Infrastructure. China’s Cybersecurity Law is remarkably detailed and comprehensive, offering one of the broadest ranges of protection among all legal frameworks surveyed. It imposes on network operators ‘security protection’, as well as emergency response and data back-up duties, while tasking state bodies with the adoption of network standards, cyber education campaigns, network monitoring, periodic reporting, network security risk assessments and emergency response efforts. For its part, Russia’s Federal Laws provide strong protection for ‘information contained within state information systems and also other data and

---

68 UK Non-Paper, supra note 167, at 6.
69 Cybersecurity Law (China), supra note 46.
70 Federal Law N. 276-FZ, supra note 46.
72 Art. 25, Cybersecurity Law (China), supra note 46.
73 Art. 21, ibid.
74 Arts 15, 19, 51 and 53, ibid.
documents available at the disposal of state bodies’. Such protection is achieved through legal, organisational and technical measures safeguarding the confidentiality, availability and integrity of data from any illegal action, as well as the imposition of a range of preventive duties on information-holders, particularly network monitoring and threat detection.\textsuperscript{75} Indeed, to effectively discharge their due diligence obligations in cyberspace, states must impose technical and administrative obligations on infrastructure, network and software operators, such as internet providers, webservers, encryption services, and telecom companies.\textsuperscript{76}

b. Technical and Procedural Measures

While legal measures set abstract prescriptions and prohibitions, technical and procedural ones do the actual work of preventing, halting and mitigating the effects of harmful cyber operations in concrete situations. In this sense, compliance with due diligence obligations in cyberspace depends, to a large extent, on technical and procedural measures. A vast array of measures makes up this category, but key examples include accreditation schemes, protocols and standards, monitoring, encryption, access control, and firewalls. As ICTs evolve, more and more technical measures will likely be added to this list. There is much debate as to whether existing technologies can effectively prevent, as opposed to simply halt or respond to, imminent or forthcoming cyberattacks, especially in transit states.\textsuperscript{77} Reasons include the high speed and complex routing of data packets on the internet, coupled with the employment of spoofing techniques, such as VPNs, internet anonymity and social engineering or deception methods, which make it increasingly difficult to identify, track and trace malware.

\textsuperscript{75} Art 16, Federal Law N. 149-FZ, supra note 46.

\textsuperscript{76} See ITU GCA Report, supra note 9, at 7, para 1.9a.

and other types of malicious cyber activity.\textsuperscript{78}

There is also some reluctance among legal scholars and some states to accept network monitoring as a technical due diligence measure, in light of privacy concerns.\textsuperscript{79} However, these concerns are grounded in misconceptions about the content of due diligence duties and the nature of technology itself. On the one hand, due diligence obligations are limited by each state’s knowledge of particular malicious cyber operations, whether these are imminent or still distant in time, as well as their capacity to act in the circumstances, including their technical know-how.\textsuperscript{80} Thus, states that still do not possess the necessary technology to prevent malicious cyber operations are not required to do so, but must only mitigate or redress their impact, as far as possible. Although the details of the most sophisticated cybersecurity technologies employed by states to prevent cyber harms are not in the public domain, at least China,\textsuperscript{81} Russia,\textsuperscript{82} South Africa,\textsuperscript{83}


\textsuperscript{80}See Coco and de Souza Dias, supra note15, at 5.

\textsuperscript{81}Arts 21(3) and 51, Cybersecurity Law (China), supra note 46.

\textsuperscript{82}Art 4(6), Federal Law N. 276-FZ, supra note 46; Law N. 187-FZ, supra note 46; New Strategy for Development of Information Society, supra note 50.

\textsuperscript{83}National Cybersecurity Policy Framework (South Africa), supra note 52, s. 7(c).
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Japan, the UK, the US, and France have already indicated that such preventive techniques have been employed and are part and parcel of their national cyber security strategies. On the other hand, monitoring is not to be conflated with digital surveillance: while the latter refers to the focussed or targeted seeking of data in digital systems, the former is the continual and passive scanning of networks or systems for malicious operations fitting certain parameters, showcasing a certain ‘signature’ or presenting unusual behaviour.

Among the states surveyed, some technical measures seem to be more popular than others. In particular, technical standards, verification, certification or accreditation schemes are listed in legal or policy documents issued by China, Japan, the UK, Germany, and France. 

89 UK National Cyber Security Centre, ‘10 steps to cyber security: Monitoring’, available at https://www.ncsc.gov.uk/collection/10-steps-to-cyber-security/the-10-steps/monitoring. In this respect, it is interesting to note how, in the US Cyber Command practice, monitoring of military networks has been carried out according to a ‘zero-trust’ policy, according to which every host, server and connection is treated as potentially hostile. See Nakasone and Sulmeyer, supra note 58.
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South Africa,94 and Brazil.95 According to the technical experts who participated in the ITU’s Global Cybersecurity Agenda, transparent, interoperable and non-discriminatory global standards for ICTs, which could build on existing frameworks such as ISO/IEC JTC 1/SC 27, IT Baseline Protection Manual, COBIT and ITU-T X-series Recommendations, are instrumental in ensuring baseline security for ICT products, including hardware, firmware and software.96 Robust cybersecurity protocols that follow accepted international standards can not only prevent harmful intrusions, but also effectively mitigate and remedy any ensuing consequences.97 In particular, as both China98 and the UK99 have recently highlighted, technical standards are an effective means to protect the integrity of ICT supply chains and prevent hidden functions, such as malware installed in products through the backdoor, in line with the norm of responsible state behaviour articulated in para 13(i) of the 2015 GGE Report. Technical standards and certification schemes have also been endorsed as a technical due diligence measure by G7100 members, as well as several prominent NGOs operating in the field, such as the ICRC, Global Partners Digital, Institute for International Cyber Stability and the International Cyber Policy Centre.101

Other popular technical and procedural measures, adopted by sampled states, include: a) cryptography or encryption, to protect access

94 National Cybersecurity Policy Framework, supra note 52, s. 7(h); Electronic Communications and Transactions Act No. 25, supra note 47, s. 55.
95 National Cybersecurity Strategy (E-Ciber), supra note 51, para 2.3.1.
98 Global Initiative on Data Security, supra note 90.
101 Australia’s Public Consultation, supra note 18, at 2, 5, 8, 10, 15.
to confidential information and systems;\textsuperscript{102} b) cybersecurity risk assessments, prepared on the basis of information reported on previous incidents and new threats;\textsuperscript{103} c) vulnerability disclosure programmes, to ensure the safety of technical experts who spot errors and security vulnerabilities in software;\textsuperscript{104} d) cyber threat reports, to allow individuals and businesses to understand the cyber threat landscape and prepare against them;\textsuperscript{105} e) incident categorisation, to mobilise the right human, technical and financial resources;\textsuperscript{106} f) drills or exercises, to prepare cybersecurity teams in the event of a cyber emergency;\textsuperscript{107} g) testing and verification of software and hardware, to spot, identify, prevent and correct errors in code or assemblage that lead to system failure or security vulnerabilities;\textsuperscript{108} and h) blockchain, to create
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immutable online ledgers or records and secure the implementation of automated transactions. These and other measures provide states with a comprehensive and flexible arsenal to fulfil their due diligence obligations under international law. Not only are they conducive to protecting states, businesses and individuals from cyber harm but also fostering trust in technology, building confidence among states, and thereby preventing trade wars, diplomatic crises and armed conflict.

c. Organisational Structures

Legal and technical measures, even if detailed and technologically advanced, are not necessarily effective if their implementation and execution is not properly coordinated at the various levels of governmental and private activity. Effective prevention, mitigation and remediation of harmful cyber operations depend, to a large extent, on the coordination and communication between the various actors involved in such preventive action and response, including both state and non-state entities. This view is reflected in the ITU’s Global Cybersecurity Agenda, whose typology include ‘organizational structures’ as a third area where states are encouraged to behave diligently and adopt appropriate measures. Thus, establishing a clear national organisational structure is an example of diligent behaviour which would allow states to comply with their international obligations. The creation of such structures can easily be read as an effort to prevent, respond to and mitigate the effects of harmful cyber operations.

It is possible identify at least two sets of organisational measures which states have adopted to ensure better governance of ICTs under their control or jurisdiction: on one side, the establishment of central governmental agencies or bodies, responsible for cyber-related matters (including response to computer emergencies or security incidents); on the other, the conclusion of public-private partnerships and platforms for multi-stakeholder collaboration.

110 ITU GCA Report, supra note 9, Section 3.
i. National Cybersecurity Structures

Starting with national cybersecurity structures, it has been relatively common for states to establish a central authority with strategic, regulatory and coordination powers. For instance, to better coordinate its cybersecurity policies, action and complex organisational structure, France instituted in 2009 a National Cybersecurity Agency (Agence nationale de la sécurité des systèmes d’information, ANSSI), with a threefold mission: i) coordinate the work of the various ministries and governmental entities on cybersecurity; ii) prescribe to these entities — in particular those with responsibility for critical infrastructure (opérateurs d’importance vitale, OIV) — the adoption of measures of preventive security and reaction to cyber attacks, whilst monitoring their implementation; as well as iii) coordinate national cyber defence and respond directly to attacks. Similarly, by virtue of its 2014 Cybersecurity Basic Act, Japan established a specialized body within its government: the Cyber Security Strategic Headquarters, which manage the country’s cybersecurity strategy by identifying key security measures and preparing to respond to major cyber incidents. In 2015, Japan also established the National Center of Incident Readiness and Strategy for Cybersecurity (NISC), as a secretariat for the Cyber Security Strategic Headquarters. A number of special units where entrusted with continuously monitoring communication and information systems and with responding to cyber attacks, including for instance the Cyber Defense Group. Similarly, the US’ efforts to enhance the security of its cyber infrastructure have been informed, among other things, by the best practices and guidelines developed by the National Institute for Security and Technology’s

---


114 s 24ff, Basic Act on Cybersecurity 2014, (Japan) supra note 46.


116 Ibid, at 271.
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(NIST) in their ‘Framework for Improving Critical Infrastructure Cybersecurity’. All US federal agencies are required to manage their cybersecurity risks by implementing the Framework’s guidelines, by virtue of a Presidential Executive Order. And, in 2018, the US created a Cybersecurity and Infrastructure Security Agency (CISA), with the task to pursue capacity building and resilience against cyber attacks, offer cybersecurity and incident response services and in general support and coordinate the government’s action in cyber matters. Other sampled countries have also established or committed to establishing a national cyber authority, including Brazil, Canada, China, Germany and the UK. The importance of setting up proper organisational structures can also be inferred from the requirement, under the EU Directive on the Security of Network and Information Systems (‘NIS Directive’), to establish competent national authorities and Computer Security Incident Response Teams (CSIRTs).

A military cyber command structure, hinging on the Ministry of Defence (or equivalent), is also quite common across different states.

120 Art. 2.3.2, National Cybersecurity Strategy (E-Ciber) (Brazil), supra note 51.
121 National Cyber Security Strategy (Canada), supra note 49, explaining the institution of a new Canadian Centre for Cyber Security, at III.
123 BSI Act – BSIG (Germany), supra note 93, in particular s. 3.
124 In 2016 the UK created the National Cyber Security Centre (more information available at https://www.ncsc.gov.uk/). And among other instruments, the Network and Information Systems Regulations 2018, 10 May 2018 (available at https://www.legislation.gov.uk/uksi/2018/506/made), inter alia designated GCHQ as CSIRT for the country. See also UK Non-Paper, supra note 167, detailing the activities of the National Cyber Security Centre and other central bodies.
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For instance, when it comes to military matters and the protection of national networks from foreign attacks, the US cyber strategies and policies are determined by a central Cyber Command, created in 2010 after a hostile cyber operation had hit, in 2008, the US Department of Defense’s classified and unclassified networks from foreign attacks. The results of the US Cyber Command’s activities are shared with other domestic bodies at the federal, state and local level, in particular with the National Security Agency and the Federal Bureau of Investigation, in an instructive example of how open communication channels between the various branches of government can effectively address cyber threats. Similarly, French cybersecurity depends partly on the activities of the Ministry of Defence (Ministère des Armées) and of its Cyber Command (ComCyber). Such activities are pursued within an elaborate organizational and regulatory framework which was lastly detailed in 2018. As part of this framework, the Centre d’analyse en lutte informatique défensive (CALID) — operating 24/7 and placed under the authority of ComCyber — keeps track of all known vulnerabilities and, in case of attack against the Ministry’s networks, acts as Computer Emergency Response Team (CERT). France also offers a good example of organizational measures adopted not only to strategize and coordinate action in cyber matters, but also to facilitate specialised criminal investigations and prosecutions of those responsible for harmful cyber operations and other forms of cyber crime. These efforts have resulted in the establishment of a specialized cyber criminality section within

127 Nakasone and Sulmeyer, supra note 58.

128 Ibid.


131 Ibid, paras 2.3.1.3.
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the Paris Prosecutor Office and in the allocation to the Paris Court of First Instance of centralized jurisdiction over ICT attacks.132

ii. Public-Private Partnerships

Considering that the majority of online activities is carried out, controlled or overseen by private entities, a good faith engagement and open dialogue between states and the private sector is indispensable to prevent, stop and respond to harmful cyber operations.133 Thus, public-private partnerships feature heavily in the legal frameworks or cyber policy strategies of several states surveyed.134 For example, the US have indicated several times in their 2018 National Cyber Strategy how much they value public-private partnerships to enhance cybersecurity.135 Operationalizing the cybersecurity collaboration between the public and the private sector is also one of the pillars of the recommendations for reform proposed by the US Cyberspace Solarium Commission.136 In the same vein, in its 2018 Strategic Review of Cyberdefence, France noted how the objective of national cybersecurity cannot be achieved without involving the private sector


133 See Smith, supra note 25, noting that ‘[u]nlike attacks from the past, cybersecurity threats also require a unique level of collaboration between the public and private sectors. Today’s technology infrastructure, from data centers to fiber optic cables, is most often owned and operated by private companies. These represent not only much of the infrastructure that needs to be secured but the surface area where new cyberattacks typically are first spotted. For this reason, effective cyber-defense requires not just a coalition of the world’s democracies, but a coalition with leading tech companies.’
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and imposing on them certain security standards.\textsuperscript{137}

States have implemented partnerships with the private sector through a number of measures, the most notable of which includes setting up permanent bodies to facilitate continuous dialogue and joint initiatives. Australia has been particularly active in this respect. Since 2003, it has operated a mechanism known as the Trusted Information Sharing Network for Critical Infrastructure Resilience, a forum for information-sharing between businesses and government with respect to risks and vulnerabilities of critical infrastructure, aimed at enhancing its security and resilience.\textsuperscript{138} In 2019, the Australian Government also established an Industry Advisory Panel, to foster dialogue between the public and the private sector and make recommendations as to how the two different sectors can operate to achieve better security.\textsuperscript{139} In addition, Australia decided to invest in the development of several Joint Cyber Security Centres (JCSCs) across its territory, as collaborative outlets to enhance cyber security practices.\textsuperscript{140}

Australia has not been the only country engaging in an institutionalised collaboration with the private sector. For instance, in line with the multi-stakeholder approach set forth in its national law\textsuperscript{141} and espoused in its Cybersecurity Strategy,\textsuperscript{142} Japan has instituted a Cyber Defense Council, comprising industry representatives from the defence sector with interest in cyber matters.\textsuperscript{143} On its part, the US government has notably encouraged the development of private Information Sharing

\textsuperscript{137} Revue Stratégique de Cyberdéfense (France), supra note 111, at 87–91.


\textsuperscript{140} Ibid, at 23, para 38-39.

\textsuperscript{141} Basic Act on Cybersecurity 2014, (Japan) supra note 46.


\textsuperscript{143} Defense of Japan: Annual White Paper, supra note 57, at 272.
and Analysis Organizations (ISAOs),\textsuperscript{144} i.e. groups ‘created to gather, analyze, and disseminate cyber threat information’,\textsuperscript{145} whose activities are coordinated by a central ISAO Standards Organization.\textsuperscript{146} And as a complement to such efforts, the US Cyber Command has also created near its headquarters a facility known as ‘DreamPort’, which hosts dialogues between public and private partners and employs interns from nearby schools.\textsuperscript{147} Collaboration with the private sector has been at the heart of the EU’s cybersecurity strategy, too. In 2016, the European Commission entered a so-called ‘contractual public-private partnership’ (cPPP) with the European Cybersecurity Organisation (ECSO), a private organisation founded for this purpose under Belgian law.\textsuperscript{148} The objectives of this partnership include increased cooperation between governments and the industry resulting in more secure and human rights-compliant ICT products, services and software; and helping the industry sector in Europe to achieve better cybersecurity.\textsuperscript{149}

Information sharing and public-private collaboration could also be carried out in a less institutionalised manner, as exemplified by US practice. Even though controversial for its privacy repercussions, the 2015 US Cybersecurity Information Sharing Act (CISA) has facilitated the exchange of Internet-traffic and other personal information between private entities and the US government, with respect to cyber threats, cyber incidents or the prevention, investigation and prosecution of cybercrime, as well as other forms of criminality.\textsuperscript{150}


\textsuperscript{146} The ISAO Standards Organization is currently an NGO based at the University of Texas at San Antonio, supported by the Logistics Management Institute (LMI) and the Retail Cyber Intelligence Sharing Center (R-CISC). See ibid.

\textsuperscript{147} Nakasone and Sulmeyer, supra note 58.


\textsuperscript{149} See ECSO, ‘contractual Public-Private Partnership (cPPP) with the European Commission’, available at https://ecs-org.eu/cppp.
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In addition, it appears also that the results of US Cyber Command’s ‘defend forward’ operations have been publicly released and/or shared with industry operators, especially antivirus companies, in order to increase security for their users.\textsuperscript{151}

Finally, in an effort to solicit advice and suggestions from the industry, civil society and other stakeholders, in 2019, Australia has published a ‘call for views’\textsuperscript{152} about how to improve its national cybersecurity.\textsuperscript{153} Such consultations eventually contributed to inform the 2020 Australian Cyber Security Strategy.

In sum, organisational measures enable the establishment of clearly defined competences, reliable communication and coordination channels among different government sectors, institutionalised sharing of expertise between public and private entities. Their \textit{fil rouge} is to undoubtedly favour preparedness in the face of cyber incidents, thereby fostering diligent behaviour in cyberspace.

d. Capacity Building

Duties to act with due diligence are often described as ‘best efforts’ obligations requiring ‘all feasible measures’ in the circumstances. Consequently, one of their essential ingredients is the duty-bearer’s capacity to act diligently. However, the state practice surveyed evinces a dynamic understanding of this element: building (or acquiring) more and more capacity to prevent, respond to and mitigate the effects of harmful cyber operations is in itself a way of exercising ‘best efforts’,

\textsuperscript{151} Nakasone and Sulmeyer, supra note 58. In fact, it is interesting to note that, in a 2016 Presidential Policy Directive, the US committed to respond to cyber incidents by, inter alia, “furnishing technical assistance to affected entities to protect their assets, mitigate vulnerabilities, and reduce impacts of cyber incidents; identifying other entities that may be at risk and assessing their risk to the same or similar vulnerabilities; assessing potential risks to the sector or region, including potential cascading effects, and developing courses of action to mitigate these risks; facilitating information sharing and operational coordination with threat response; and providing guidance on how best to utilize Federal resources and capabilities in a timely, effective manner to speed recovery.” US Presidential Policy Directive/PPD-41, ‘United States Cyber Incident Coordination’, 26 July 2016, para (IV(b), available at https://obamawhitehouse.archives.gov/the-press-office/2016/07/26/presidential-policy-directive-united-states-cyber-incident.


or one of the ‘feasible measures’ which states can adopt to discharge their due diligence obligations. An obligation (of result) to put in place the minimum capacity also underlies, as a separate component, the due diligence obligations mentioned earlier. This means that lack of capacity at a given moment in time is no excuse for inaction. Likewise, a state may well be in breach of its due diligence obligations (of conduct) when, having the ability to do so, it failed to acquire the capacity to prevent, respond to or mitigate certain cyber operations. Thus, at least the basic technical and administrative apparatus to cope with cyber incidents must be set up. Moreover, whenever a state has the capacity to acquire additional means to prevent, stop or mitigate cyber harms, it must ‘upgrade’ and ‘update’ its own capacity as far as possible. The more capacity a state will be able to build, the more it is expected to.

Therefore, capacity-building as a way to behave diligently implicates embarking on a continuous path of research and education. Most states surveyed take cyber capacity-building very seriously, along at least two strands: i) training of a capable ‘cyber’ workforce, including in technical, legal and policy areas; and ii) public awareness campaigns to build a culture of cybersecurity across the population.

Some countries have adopted broad initiatives in this sense. A paradigm example is the 10-year programme of investment and capacity-building known as ‘Cyber Enhanced Situational Awareness and Response (CESAR) package’, launched by Australia in June 2020. The measures included in the package aim, inter alia: to strengthen the capacity to deal with cybercrime offshore, by supporting law enforcement agencies; to create a ‘new cyber threat sharing platform’ allowing private and public agents to share information about malicious cyber activity; to support telecommunication providers in achieving better cybersecurity related to their networks and services; to invest into research and development of intelligence capabilities;
to disseminate cybersecurity guidelines and provide assistance to vulnerable sectors of the economy; to expand Australian cybersecurity workforce.\textsuperscript{157} This last aim will be pursued through a Cyber Security National Workforce Growth Program, which will involve also academia and the private sector.\textsuperscript{158} The growth of a capable and competitive cyber workforce has been a centrepiece in the practice of other countries as well. A 2017 US Presidential Executive Order identified it as one of the key components of the US action to improve the cybersecurity of its critical infrastructure,\textsuperscript{159} in line with the stance of the US National Cyber Strategy on this issue.\textsuperscript{160} Thus, to retain and recruit talent which often ends up joining the more remunerative private sector, the US Cyber Command has offered cyber personnel continuing opportunities for professional development, competitive salaries and attractive retirement or social security schemes.\textsuperscript{161} Somewhat similarly, Japan’s Defense Forces have launched a series of initiatives aimed at enhancing their personnel’s cybersecurity expertise, including, inter alia: creating a common cyber course; encouraging personnel attendance at educational opportunities in foreign universities and institutions; setting aside funds to recruit talented individuals from the private sector.\textsuperscript{162}

Along with these efforts, states have also sought to provide guidance to the existing workforce about how to prevent and respond to cyber incidents, enhancing their ability to do so effectively. Australia has published a number of documents containing cybersecurity advice for both the public and the private sector, most notably an Information Security Manual for the Australian government\textsuperscript{163} and a document

\textsuperscript{157} Department of Defence of Australia, ibid. See generally Australia’s Cyber Security Strategy 2020, supra note 139.

\textsuperscript{158} Australia’s Cyber Security Strategy 2020, supra note 139, at 33.

\textsuperscript{159} US Executive Order 13800, supra note 118, para 3(d).


\textsuperscript{161} Nakasone and Sulmeyer, supra note 58. The Cyber Command, in doing so, has also partnered with institutions like the National Security Innovation Network.


containing Strategies to Mitigate Cyber Security Incidents for private entities.164 In 2017, Japan also issued a Cybersecurity Policy for Critical Infrastructure Protection, with five directives: maintenance and promotion of safety principles; enhancement of information sharing system; enhancement of incident response capability; risk management and preparation of incident readiness; and enhancement of the basis for critical infrastructure protection.165 The idea behind the implementation of such policies is to guarantee that, in the event of a cyber incident, critical infrastructure and their managers have the necessary capabilities and resources to continue operating reliably.166

Educational measures aimed specifically at the broader population have been even more popular. In fact, the ITU experts concluded that more efforts are desirable, inter alia, ‘in empowering end-users to adopt a safe behaviour in order to become responsible cyber-citizens; ... [to] train and educate at several levels all the actors of the information society; ... [and] ...to develop human capacity in all aspects of cybersecurity to help build a global culture of cybersecurity.’167 Relatedly, one of the stated aims of the EU NIS Directive is to build ‘a culture of security across sectors which are vital for our economy and society and moreover rely heavily on ICTs, such as energy, transport, water, banking, financial market infrastructures, healthcare and digital infrastructure.’168 Notable among the sampled states is France, having recognised in its 2018 Strategic Review of Cyberdefence that it is not possible to achieve a satisfying national cybersecurity without implementing broad educational measures.169 Education in cybersecurity, at least its building


165 Cybersecurity Strategy (Japan), supra note 50, at 24.


167 ITU GCA Report, supra note 9, paras 4.5–4.8.


blocks, should start from a young age and involve the whole public through general pedagogical initiatives, but also form cybersecurity experts with specialized programmes. Among many initiatives, the French ANSSI conceived a MOOC (‘Massive Online Open Course’) on cybersecurity which is free to access. Likewise, since 2006, Australia has operated the so-called ‘Stay Smart Online’ programme, providing advice to all citizens — especially home Internet users and small businesses — about good practices to protect themselves from online scams, malware and other cyber security threats.

In the context of devising such educational and training opportunities, many countries paid particular attention to the need to build cyber threat-awareness among small and medium business enterprises. For instance, Australia has vowed to provide cyber training to such entities, to establish a helpdesk for those who need assistance or advice, as well as to encourage bigger businesses to provide more comprehensive cyber security information and tools to small and medium businesses. And the US have insisted on the crucial importance of creating awareness about digital supply chain threats and cybersecurity best practices for businesses, pledging to share intelligence about potential cyber threats with the relevant private entities.

Whilst the examples discussed above are not always poised to make a difference in the short-term or in the immediacy of the response to a cyber attack, they undoubtedly trace a way for strengthening any state’s ability to effectively discharge its own protective duties in cyber matters.

---

170 Revue Stratégique de Cyberdéfense (France), supra note 111, at 126–134.
173 Similarly, ITU GCA Report, supra note 9, paras 4.9–4.11.
177 Among others. See US Presidential Policy Directive/PPD-41, supra note 151, para IV(c)-(d).
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e. International Cooperation

As the Internet and other ICTs know no territorial boundaries, an open dialogue and good faith collaboration between states can go a long way in preventing harm and effectively responding to malicious cyber operations. As eloquently put by the 2015 GGE Report ‘[i]nternational cooperation and assistance can play an essential role in enabling States to secure ICTs and ensure their peaceful use.’ For instance, in line with the commitment adopted in its national law, China has recently advocated that ‘States should increase exchanges on standards and best practices with regard to critical infrastructure protection, and explore the possibilities to establish relevant risk early warning and information sharing mechanism [and] to improve protection capability for cyber security of states, especially developing countries, and promote emergency response and coordination in case of cyber attacks against critical infrastructure.’ And, as forcefully signalled by the US Deputy Secretary of State, ‘[w]e need all responsible states to stand together against destructive, disruptive, or otherwise destabilizing, malicious cyber activity carried out by states during peacetime. We must work in concert to ensure that there are consequences for bad behavior in cyberspace, drawing upon all elements of national power, not just cyber

\[178\] Ibid, para 19.

\[179\] Art. 7, Cybersecurity Law (China), supra note 46: “The State actively carries out international exchange and cooperation in the areas of cyberspace governance, research and development of network technologies, formulation of standards, attacking cybercrime and illegality, and other such areas; promoting the construction of a peaceful, secure, open and cooperative cyberspace; and establishing a network governance system that is multilateral, democratic and transparent.”
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capabilities. We need to build cooperation among responsible states to deliver those consequences where appropriate and consistent with international law. Commitments to international cooperation in the cyber field have also come from a number of other states.

The question remains open as to whether international law imposes on states a self-standing duty to cooperate towards reaching certain aims — including but not limited to peace and security in cyberspace. Without prejudice to how such question should be answered, it seems plausible to frame international cooperation, at the very least, as one of the ways in which states may discharge their obligations to behave diligently in cyberspace. In this sense, France’s position is instructive: under international law, a state from whose infrastructure a harmful cyber operation originates or transits cannot be said to behave diligently if it remains completely silent to requests of assistance by the victim state, or otherwise refuses to cooperate or put an end to the operation, when able to do so. Rightly so, France believes international cooperation to be an essential component of cyber due diligence obligations, especially when it comes to the protection of critical infrastructure and response to major cyber attacks, including those transiting through third states. Civil society groups have also expressed their support for this view.

181 John Sullivan, US Deputy Secretary of State, ‘Remarks at the Second Ministerial Meeting on Advancing Responsible State Behavior in Cyberspace’, United States Department of State, 23 November 2019, available at https://www.state.gov/remarks-at-the-second-ministerial-meeting-on-advancing-responsible-state-behavior-in-cyberspace/, emphasis added. Of note, however, the Joint Statement on Advancing Responsible State Behaviour in Cyberspace, released by 26 countries (including the US) on the very same day of Deputy Secretary Sullivan’s speech, uses much less strong language if one were looking for evidence of opinio juris: “When necessary, we will work together on a voluntary basis to hold states accountable when they act contrary to this framework, including by taking measures that are transparent and consistent with international law” (see ‘Joint Statement on Advancing Responsible State Behavior in Cyberspace’, United States Department of State, 23 November 2019, available at https://www.state.gov/joint-statement-on-advancing-responsible-state-behavior-in-cyberspace/, emphasis added).

182 See e.g. National Cyber Security Strategy, 2018 (Canada), supra note 49, at 31-32; BSI Act – BSIG (Germany), supra note 93, s. 3.16; UK Non-Paper, supra note 167, at 7-8; Arts 6, 19, 20, 34(2); Cybersecurity Law (China), supra note 46; National Cybersecurity Policy Framework (South Africa), supra note 52, ss. 1.2, 1.6, 2.7, 5.3.6, 6.4.3, 14; National Cybersecurity Strategy (Argentina), supra note 53, Annex I, at 5; National Cybersecurity Strategy (E-Ciber) (Brazil), supra note 51, paras 2.2-2.4.

183 Revue Stratégique de Cyberdéfense (France), supra note 111, at 83–84.

184 Ibid 86. See also Stratégie Internationale de La France Pour Le Numérique (France), supra note 33, at 32.

185 See the submission by the Tech Accord and the Institute for International Cyber Stability in their responses to Australia’s Public Consultation, supra note 18, at 12.
A survey of state practice reveals that cooperation, in this respect, may take different forms. An obvious one is the participation in international fora devoted to the study and clarification of rules, norms and best practices in the fields of information and communication technologies. The above mentioned GGE and OEWG, both created by the UN General Assembly, are but only two examples. The exchange of policy papers, position papers and suggestions for draft reports on these occasions represent a prolific way to share information and views, which are conducive to diligent or responsible state behaviour in cyberspace.\footnote{186}{OEWG Final Substantive Report, supra note 104, paras 68-79.}

However, in the face of specific harmful cyber operations, the sharing of information and expertise has at times assumed a more practical dimension. As a matter of fact, international cooperation may take the form of joint action to tackle cybercrime and other forms of malicious cyber operations, by means of sharing best practices and information, and carrying out joint operations. States have long insisted upon enhancing international collaboration with other states in order to prevent and respond to transnational cyber threats. For instance, in September 2020, the Five Eyes alliance — grouping the intelligence agencies of Australia, Canada, New Zealand, the UK and the US — released a joint advisory containing a so-called ‘playbook’ for responding to cyber incidents and carrying out effective investigations.\footnote{187}{CISA, ‘Alert (AA20-245A), Technical Approaches to Uncovering and Remediating Malicious Activity’, 24 September 2020, available at https://us-cert.cisa.gov/ncas/alerts/aa20-245a.}

establishing both a Cooperation Group\textsuperscript{189} and a CSIRT Network (managed by the EU Agency for Cybersecurity – ENISA)\textsuperscript{190} which would be at the centre of information exchange concerning cyber incidents and threats. Some cooperative initiatives with similar aims have assumed a bilateral form, as in the case of the agreement between Russia and China.\textsuperscript{191}

More generally, in its 2018 Cybersecurity Strategy, the US Department of Homeland Security highlighted its plan to be ‘working with national and international partners through electronic crimes task forces to prevent, detect, and investigate various cyber crimes, including potential terrorist attacks against critical infrastructure and financial payment systems, as well as improving the security of federal facilities’,\textsuperscript{192} vowing in particular to work alongside other states’ law enforcement agencies, industry representatives, and academia.\textsuperscript{193} Of course, cooperation of this kind serves not only group interests, but also states’ individual interests. Just to mention one example, after some reports of allegedly Russian-sponsored cyber operations in Montenegro, in October 2019, the US Cyber Command partnered with the local government not only to help it to increase its security, but also to bolster US cybersecurity ahead of the 2020 US presidential elections.\textsuperscript{194}

This leads us to another popular way to cooperate internationally, i.e. sharing cyber expertise and technology with other countries, particularly developing ones. Since malicious code often travels through servers located in multiple countries, capacity-building in

\begin{footnotesize}
\begin{enumerate}
\item[193] Ibid Objective 4.3, at 17.
\item[194] Nakasone and Sulmeyer, supra note 58.
\end{enumerate}
\end{footnotesize}
other states — as a form of international cooperation — can effectively prevent and remedy harmful cyber operations, provided that the meaningful technical expertise is shared. Among many efforts of this kind are: i) Australia’s regional cyber capacity-building initiative in the Indo-Pacific area, and a more specific bilateral partnership with Papua New Guinea;\(^{195}\) ii) the establishment in 2018, by France, of the École Nationale de Cybersécurité à Vocation Régionale in Dakar (Senegal), with the aim to form cybersecurity experts in West Africa;\(^{196}\) and iii) cybersecurity training courses organized by Japan for Vietnamese armed forces in 2017, 2019, and 2020.\(^{197}\) The US has also invested over $70 million to help build cyber capacity in countries which ‘want to act responsibly in cyberspace’ and protect their networks against harmful operations by state and non-state actors.\(^{198}\) In particular, the US Department of Homeland Security has expressed\(^{199}\) the intention to develop ‘the capacity of foreign Computer Security Incident Response Teams (CSIRTs) and law enforcement entities’.\(^{200}\) In the same vein, in 2016, Japan adopted a Basic Policy to Support Cybersecurity Capacity-Building in Developing Countries, with the aim to contribute not only to other countries’ cybersecurity, but also to its own, in an increasingly interconnected world.\(^{201}\) Japan’s Basic Policy follows three main directives: building preparedness and capacity to respond to cyber incidents, for instance by encouraging the establishment and contributing to the training of CERTs; enhancing the capacity of local law enforcement agencies to combat cyber criminality; disseminating knowledge about norms and rules of international law applicable in cyberspace.\(^{202}\) Often, international
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\(^{199}\) Droit International Appliqué Aux Opérations Dans Le Cyberspace (France), supra note 33, at 10.
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capacity-building initiatives have taken the form of financial support awarded to deserving candidates with the aim to help them improve their cybersecurity.\footnote{Recent examples include the EU 2020 CEF Telecom Cybersecurity call (https://ec.europa.eu/inea/en/connecting-europe-facility/cef-telecom/apply-funding/2020-cybersecurity) and the UK's Cyber Security Capacity Building Programme 2018 to 2021 (https://www.gov.uk/government/publications/fco-cyber-security-capacity-building-programme-2018-to-2021).}

Granted, whether those practices could be seen as specific means to comply with due diligence duties will depend on the existence of, inter alia, the requisite jurisdictional link. Nevertheless, they undoubtedly contribute to more general efforts to protect against cyber threats. On the flipside, states seeking out and benefitting from these international capacity-building efforts could be said to be acting diligently towards compliance with their own protective duties.

In addition to bilateral initiatives, cooperative capacity-building efforts have also been actively sponsored by international organizations. By way of example, the ENISA organizes every two years an EU-wide cybersecurity exercise named CyberEurope, which gives a chance to experts from member states countries to analyse complex cybersecurity incidents and get insights and suggestions on how to manage and respond to them.\footnote{See ENISA, ‘Cyber Europe’, available at https://www.enisa.europa.eu/topics/cyber-exercises/cyber-europe-programme.} In a telling reflection of current cyber threats, the 2020 CyberEurope scenario concerned cybersecurity incidents involving the healthcare sector.\footnote{See ENISA, ‘Cyber Europe 2020’, available at https://www.enisa.europa.eu/topics/cyber-exercises/cyber-europe-programme/cyber-europe-2020/.} Of comparable character is the cyber defence exercise known as Cyber Coalition, regularly organised by NATO for member states’ defence experts.\footnote{More information at NATO Cooperative Cyber Defence Centre of Excellence, ‘Exercises’, available at https://ccdcoe.org/exercises/} Of course, international cooperation may take other forms. It is hoped that states, especially those possessing the most advanced technology and expertise, will be open to engage in good faith in cooperative initiatives as minimum due diligence requirement or ‘feasible measures’ in the prevention and response to harmful cyber operations.
3. Conclusion: Of homework and tests

This paper has sought to show that — despite the undeniable room for further development — international law already offers wide-ranging directions on how to increase peace, security and diligent behaviour in cyberspace. In particular, it contains several due diligence obligations of general applicability, which require states to behave diligently in order to prevent, stop and respond to a range of cyber harms. These include the Corfu Channel and no-harm principles, positive obligations to protect and ensure human rights, and positive IHL duties. These rules can, and in fact are, applicable to cyberspace by effect of two alternative methods: i) either because the scope of those rules is wide enough to cover ICTs, as interpreted in light of subsequent state behaviour and attitudes with respect to those technologies — our preferred approach; or ii) because such evidence is sufficient to confirm the existence of cyber-specific versions of these rules, derived by deduction from more general ones.

As argued in Chapter 1, the UN GGE’s ‘voluntary, non-binding norms of responsible state behaviour in cyberspace’ complement and operationalise, among others, the various international obligations of due diligence. Beyond these norms, a representative sample of state behaviour and attitudes towards ICTs constitutes evidence of diligent behaviour aimed at preventing, responding to and mitigating the effects of certain cyber harms, as required under international law. In particular, our survey of states’ legal, technical, organisational, capacity-building and cooperative measures reveals that advance planning, technical expertise, and coordination among various stakeholders are instrumental in that respect. Thus, while one may be tempted to interpret ‘best efforts’ or ‘feasible measures’ as referring to the ‘spur-of-the-moment’ response to a particular cyber incident, our survey shows instead a strong endorsement for measures which increase preparedness and expertise ahead of future cyber incidents. After all, in common parlance, diligence is more often associated with studying consistently, doing one’s homework and preparing well in advance of a test, rather than with masterful performance on the test day.
Cyber due diligence in practice

To be clear, lack of implementation of one or even more of the abovementioned measures will not necessarily result in a breach of the relevant due diligence obligation. States may mix and match different measures and tailor their own implementations policies as they wish. What ultimately matters is whether, all things considered, a state can be said to have put in their best efforts to prevent, respond to and mitigate the effects of certain cyber harms. We very much hope that our research has offered a roadmap for understanding what these best efforts may look like.
Conclusion
Conclusion

The research reflected in this Report started from a simple question: to what extent does ‘due diligence’ under ‘international law’ apply in ‘cyberspace’? Yet, we found no simple answers in tackling the three key concepts informing this study – ‘due diligence’, ‘international law’ and ‘cyberspace’. Rather, we came across deep controversy surrounding the nature and meaning of due diligence in international law as well as its applicability to cyberspace. To make sense of this complexity, we unpacked it into five core issues which are encapsulated in the chapters of this Report.

First and foremost, Chapter 1 addressed the applicability of international law to what is often termed ‘cyberspace’, a foundational question that necessarily precedes the study of ‘cyber due diligence’. In particular, we assessed claims that cyberspace is a new domain or space of state activity that is prima facie carved out from the applicability of existing international law, including any rule or principle of due diligence. Likewise, we tested the assumption that cyber-specific state practice and opinio juris must be proved for any rule of international law to apply in cyberspace. Chapter 1 demonstrates that those claims are unfounded for a number of reasons. Specifically, rules and principles of general international law are by definition ‘general’, that is, the starting point is that they apply across the board to all domains, areas and types of state activity unless explicitly stated otherwise. In the same vein, international legal rules, general or specific, written or unwritten, can and should be interpreted to cover whatever type of activity that subsumes within their scope of application. Most importantly, after carrying out in-depth research into key concepts of computer science and domestic law, we found that ‘cyberspace’ is not a domain or space in the same way that natural or physical spaces, such as land, air, sea and outer space, are.

Instead, the term refers to a human and social phenomenon, enabled by a variety of digital technologies that allow natural and legal persons to communicate and perform their daily activities more effectively. These technologies, i.e. information and communications technologies (ICTs) span across the existing domains and have physical, logical, content and personal dimensions or components. And international
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Law does not discriminate between these and other technologies: it applies to whatever means states and individuals decide to use to perform their conduct. In this sense, it is technology-neutral. Finally, Chapter 1 delves into the relationship between rules and principles of international applicable to ICTs and their policy counterparts, including the so-called non-binding, voluntary norms of responsible state behaviour and similar recommendations. It shows that policy recommendations, even if mirroring existing international law, cannot deprive the latter of their legal force. Chapter 1 thus concludes that existing international applies by default, in its entirety, to ICTs, without prejudice to future efforts to coin new international legal rules to address one or more aspects of those technologies.

Chapter 2 then lays the groundwork for assessing any state duty to behave diligently in the ICT environment: it assesses what types of harm they may be required to prevent, stop or redress therein. It begins by looking at the extent to which different ICT layers, i.e. software, hardware, data and persons, can be harmed by cyber operations carried out by states or non-state entities. In doing so, this chapter engages with and demystifies the technical cybersecurity literature to paint an accurate picture of the current landscape of cyber harms to which international law applies. Chapter 2 then devises a taxonomy of cyber harms based on the features or attributes of the various ICT layers which might be harmed by different cyber operations. It finds that not only data but also software and hardware might have their confidentiality, integrity and availability compromised. By contrast, cyber operations may cause tangible or non-tangible damage to natural and legal persons, including harm to individual life, health, privacy or freedom of expression, as well as significant reputational and financial harm.

In what follows, Chapter 2 looks at the most frequent and damaging types of harmful cyber operations individually, grouping them into: Denial of Service Attacks; ransomware; spyware and other surveillance operations; Remote Access Trojans or ‘backdoors’; computer viruses and worms; and several content-based cyber operations, such as disinformation and online hate speech. It then categorises harmful
cyber operations into different types of scenarios, depending on which states and persons may be implicated as perpetrators and victims. Chapter 2 concludes that, whether or not it is realistic to imagine a ‘cyber catastrophe’ at present and in the near future, harmful cyber operations are on the rise and they ultimately affect governments, corporations and, most importantly, human beings worldwide.

Chapter 3 discusses two concepts that underlie and modulate any obligation to behave diligently online and offline: sovereignty and jurisdiction. It notes that sovereignty not only grants states powers over their own territory and populations but also imposes upon them obligations to protect other states and individuals. As such, it is a functional concept, often requiring states to refrain from engaging in harmful conduct, to take preventive or remedial action and to accept lawful interference by other states in upholding rights recognised in international law. In the context of ICTs, sovereignty may follow a traditional ‘territorialised’ approach, applying to physical areas, infrastructure or perhaps even software and data located somewhere. But an alternative, and perhaps more realistic, way to conceptualise sovereignty over ICTs is to ‘de-territorialise’ it, that is, to conceive of it as applying to all kinds of ICT activities within a state’s power, whether these take place inside or outside a state’s territory, whilst recognising the power that non-state actors, in particular tech companies, also wield. Chapter 3 also acknowledges the debate surrounding the existence of a rule protecting sovereignty in international law, which may be breached by cyber operations causing certain physical or functional effects on the territory or usurping the inherently governmental functions of a state. The chapter then turns to the concept of jurisdiction and the extent to which it applies to ICTs. It concludes that while states still lack enforcement powers over ICTs located abroad, they can and often must exercise their prescriptive and adjudicative powers to regulate the use of such technologies within and outside their borders, provided that a jurisdictional link or basis exists in that regard.

Chapter 4 is at the core of this Report and its main contribution to the current academic and practical debates on the topic at hand. Drawing
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on the findings of the previous chapters, it looks at the nature, status and meaning of due diligence in international law and the extent to which it applies to ICTs. The chapter begins by noting that, despite the longstanding confusion surrounding the exact meaning of that concept, in international law, ‘due diligence’ is better understood as a standard of conduct, even if the term is often used as a shorthand for one or more principles or rules. This standard usually refers to the behaviour required of states in preventing, halting or redressing a wide variety of harms, online and offline. Yet this standard varies across different ‘protective’ obligations where it is found, as well as its duty-bearers, the circumstances and fields in which they apply. Examples include international environmental law, law of the sea, diplomatic protection, international investment law, international humanitarian law and international human rights law, under treaty or customary international law. In keeping with the conclusions made in Chapter 1, those various protective obligations containing a standard of due diligence apply by default to ICTs, in the absence of a rule to the contrary and to the extent relevant.

Chapter 4 then focuses on four sets of protective duties which most prominently apply to cyber operations. These are: a) a state’s duty not to knowingly allow its territory to be used for acts contrary to the rights of other states, known as the ‘Corfu Channel’ principle; b) the obligation not to cause significant transboundary harm to persons, objects and the territory of other states, known as the ‘no-harm’ principle; c) states’ positive obligations to protect and ensure civil, political, social, economic and cultural rights under international law; and d) states’ positive duties to ensure respect for international humanitarian law and to protect civilians from the effects of attacks during international or non-international armed conflict. This chapter concludes that, despite their differences and inherent flexibility, common features belie the various protective obligations identified. In particular, all arise from and are limited by a state’s sovereignty, as expressed by their jurisdiction or control over territory or infrastructure. Likewise, states’ protective obligations are conditioned by their capacity to act in the circumstances and by their (constructive) knowledge of the harm, even though — as a minimum
and in any case — they must put in place the necessary governmental apparatus enabling them to fulfil their protective duties. These rules apply concurrently and inform one another’s interpretation online and offline. The ‘patchwork approach’ marks a paradigm shift in the understanding and conceptualisation of international law concerning diligent state behaviour in cyberspace.

Lastly, Chapter 5 puts in practice the patchwork of states’ duties to exercise due diligence in their use of ICTs. It starts by confirming their applicability to those technologies by looking at a representative sample of states’ diligent behaviour (or practice) and attitudes (or opinio juris) in the ICT environment. It then uses the same sample of laws, policies and views to propose a number of practical measures through which states can discharge their various protective duties. In particular, we suggest the adoption of legal, technical, organisational, capacity-building and cooperation measures that together make up a comprehensive roadmap to compliance. Though not a silver bullet against all cybersecurity challenges of today and tomorrow, the existing international legal ‘patchwork’ of protective obligations, along with their practical implementation, provides a solid and comprehensive basis for harm prevention and accountability in the ICT environment. It is now up to states to use this valuable legal asset appropriately to maintain peace, security and stability in their use of ICTs, as well as to prevent future cyber harms — known and unknown. As conventional wisdom teaches us, prevention is always better than cure, and that is as valid online as it is offline.