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Abstract: Hate speech has had unprecedented consequences in the digital age. Despite being a global problem, international legal responses to it have been slow-coming and patchy. One of the core international legal instruments on the matter is the International Covenant on Civil and Political Rights (ICCPR). While generally protecting freedom of expression, Article 19(3) of the ICCPR does allow limitations to speech insofar as these are provided by law, necessary and proportionate for a legitimate reason. Likewise, Article 20 requires states parties to prohibit by law war propaganda as well as any advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence. This paper builds on the existing work of United Nations bodies to provide more granular and well-calibrated guidance on the application of these provisions to online hate speech, particularly in fragile settings. First, it clarifies why international human rights law matters for states, companies and civil society organizations operating in this space. Second, it provides a taxonomy of online hate speech, based on the distinct legal consequences that different forms of hate speech attract under Articles 19 and 20 of the ICCPR. Three
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categories are proposed, along with respective content moderation measures: a) prohibited, b) limited, and c) free speech acts. The paper then applies this framework to fragile settings.

1. Introduction

Hate speech is not a new phenomenon but it has had unprecedented consequences in the digital age. From developed to developing countries and war-torn regions, online hate speech has led to violence and discrimination against individuals and groups on the basis of race, ethnicity, religion, nationality, social status, gender, sexual orientation, disability, and other characteristics. These, in turn, might escalate armed conflict and hamper economic development, especially in developing countries (see Section 1). Yet international legal rules on the matter are general and patchy, lacking specific guidance as to how online hate speech ought to be moderated on social media platforms.

While Article 19 of the International Covenant on Civil and Political Rights (ICCPR) protects freedom of expression, it provides that speech may be limited to protect the ‘rights or reputations of others’ as well as ‘national security’, ‘public order, or ‘public health or morals’. Likewise, Article 20 of the ICCPR prohibits war propaganda and ‘advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence’. However, none of those concepts is subsequently defined in the Covenant. Granted, various United Nations (UN) Special Rapporteurs and the Human Rights Committee have issued some guidance on the implementation of those provisions. But only a few paragraphs deal specifically with content moderation of online hate speech on social media and other digital platforms. Moreover, the existing guidance fails to reconcile different regional approaches to limiting freedom of expression, such as constitutional divergences between North America and Europe, as well as Eastern and Western legal traditions.

This chapter is a starting point in filling this legal gap. It builds on the existing work of relevant UN bodies to provide more granular and well-calibrated guidance on how States, online platforms, civil society organizations and other stakeholders should refer to the ICCPR when designing and implementing content moderation policies to tackle online hate speech, with due deference to
regional and other contextual niceties. To this end, the chapter first clarifies the types and the jurisdictional reach of States’ human rights obligations under the ICCPR, contrasting them with business responsibilities and the roles of other actors in giving effect to the Covenant and other international instruments. Next, the chapter devises a taxonomy of online hate speech and assesses the rules and measures applicable to their moderation. Specifically, following the legal framework laid down in Articles 20 and 19 of the ICCPR, online hate speech is divided into prohibited, limited, and free speech acts. Based on their likely impact on victims and perpetrators, their context, reach and the author’s intention and/or position, different content moderation measures to prevent, mitigate and/or redress online hate speech are proposed for States, tech companies and other stakeholders (see also Section 2). Content moderation is broadly understood as any measure taken to review and manage speech acts online, whether to limit or advance such acts. In this sense, it gives effect to the applicable legal framework. Lastly, the chapter provides specific recommendations for moderating online hate speech in fragile settings.

2. The role of States and non-State actors in giving effect to Articles 19 and 20 of the ICCPR

States are the primary subjects of international law and, as such, are bound by international human rights law, which is found in rules of customary international law as well as international and regional treaties. The ICCPR is an international treaty open to ratification by all States. As a treaty, it is binding on its parties, which include, at present, 173 States in all regions of the world (UN Office of the High Commissioner for Human Rights 2021). Thus, the individual human rights recognized in the Covenant must, first and foremost, be upheld by the States parties thereto. Furthermore, most provisions of the ICCPR, at least on a general level, reflect customary international law (Lowe 2013, 535 and 537), which binds all States, irrespective of treaty ratification. This is the case of the provisions most directly implicated by online hate speech, namely, Article 19 of the ICCPR, recognizing the right to freedom of expression (ARTICLE 19 2003, 3; Howe 2017, 12),\(^1\) and Article 20(2) of the ICCPR, prohibiting certain types of particularly harmful speech, i.e., incitement to discrimination, hostility or violence (Callamard 2008, 7, fn 15).\(^2\)

According to Article 2 of the ICCPR, States have two different types of obligations vis-à-vis individual rights-holders. First, they must *respect* human rights, meaning they must refrain from violating such rights through their agents (i.e., negative human rights obligations). Second, States must *protect* human rights
from violations by third parties, i.e., they must prevent, stop, and redress human rights infringements by private entities, individuals and third States (so-called positive human rights obligations) (UN Human Rights Committee 2004, paras 5-8). The obligation to protect human rights does not require States to do the impossible to successfully prevent or stop such violations but to exercise due diligence or their best efforts in adopting the necessary measures to achieve the relevant aim (UN Human Rights Committee 2004, para 8). In the context of online hate speech, this means that State agents must not only refrain from violating the relevant human rights themselves, particularly non-discrimination and freedom of expression. They must also take reasonable steps in seeking to ensure compliance with those rights by tech companies, individual users, and other public or private entities.

In contrast to customary international law, which applies universally, the obligations to respect and protect human rights under the ICCPR only apply within a State’s territory and jurisdiction, in line with Article 2(1) of the Covenant. As noted by the Human Rights Committee, jurisdiction applies extraterritorially insofar as the State has effective control over the individual right-holder (UN Human Rights Committee 2004, para 10), the company whose activity foreseeably causes a human rights violation (UN Human Rights Committee 2019, para 22; Committee; see also Inter-American Court of Human Rights 2017, paras 101-102), or, more broadly, the enjoyment of the rights in question (UN Human Rights Committee 2019, para 63). Control over the enjoyment of rights is functional (Shany 2013), that is, it does not depend on physical proximity to the victim or the events in question but can include remote forms of control through information and communications technologies (see Bundesverfassungsgericht 2020).

Corporations do not (yet) have direct obligations under international law, including international human rights law and the ICCPR in particular. However, as outlined in the UN Guiding Principles on Business and Human Rights (also known as the ‘Ruggie Principles’), companies should meet their social responsibilities, that is, their stakeholders’ expectations, by voluntarily undertaking to respect human rights (UN Human Rights Council 2008, Principles 2, 11-14). This includes, among other things, the responsibility to exercise due diligence in preventing and mitigating their human rights impact, as well as to provide victims with the necessary remedy for any violation of their rights (UN Human Rights Council 2008, Principles 11, 13, 15).

One of the main challenges of moderating content online is the fragmented definition of hate speech and other types of illegal and harmful content
across different national laws and platform standards, which often forces platforms to err on the side on censorship (De Streel et al. 2020, at 40-41, 51-52). In this context, the ICCPR offers States and corporations an internationally recognized legal framework and a common language for tackling hate speech in the Internet’s boundless environment (Hicks et al., 2021, at 1). Thus, while this contribution focusses on States’ obligations under the ICCPR, the *substance* of those duties and the recommendations below – including the proposed taxonomy of online hate speech (Section 3) and respective content moderation measures (Section 4) – should be equally followed by social media platforms and other online platforms, such as search engines and private messaging applications. Facebook, for example, has pledged to follow international human rights instruments when developing its first human rights policy (Sissons 2021).

In the same vein, online platforms should turn to the ICCPR and other international human rights treaties when *challenging* State action or inaction in breach of human rights (see Aswad 2020), including by seeking assistance from other States and international institutions, such as the Human Rights Council. The ICCPR can be a powerful tool in the hands of platforms in at least three scenarios. First, when State actors themselves are the direct perpetrators of online hate speech acts, as has been the case in Myanmar (UN Human Rights Committee 2018, A/HRC/39/64, para 73), Brazil (Lum 2019), and the United States (Goodman and others 2021). Second, when States encroach upon users’ freedom of expression to silence opposing or minority views under the pretext of combatting online hate speech (see Hicks et al. 2021), such as in Turkey (Article 19 2021), Israel (7amleh 2021), and Russia (Article 19 2021). Third, States may have insufficient laws on the matter, leaving platforms and users in the dark when it comes to human rights-compliant content moderation policies (see Zuckerberg 2019).

Non-governmental and civil society organizations have also played a prominent role in empowering users to fight State and corporate wrongdoing. In this context, the ICCPR and other international human rights treaties offer a common, universal language, enabling those organizations to engage in advocacy and awareness-raising campaigns across the globe. Notably, the ICCPR and other international treaties have been abundantly (and successfully) used in strategic human rights litigation before different international and domestic courts, either directly or indirectly through tort liability and other legal remedies (see, e.g., Amnesty International 2020; Kohl 2014). In this way, international law and the ICCPR, in particular, are not merely framed as ‘State obligations’ in a strict legal sense. They are also key legal and policy tools in
the hands of individuals, civil society organizations, governments, corporations, and other relevant stakeholders.

3. A taxonomy of online hate speech and corresponding measures under the ICCPR

‘Hate speech’ as such is not a legal term of art under international law, including in international human rights instruments such as the ICCPR (UN General Assembly 2019, A/74/486, para 1). In common parlance, it has been broadly defined as any expression of hatred, opprobrium, enmity, detestation, or dehumanization of an individual or group identified by a protected characteristic (ARTICLE 19 2015, 9-10), i.e. race, color, sex, language, religion, political or other opinion, national or social origin, property, birth or another status (ICCPR, Article 26). Given the variety of content and likely effects falling within this definition, the key challenge of regulating hate speech under international human rights law lies in how to strike the appropriate balance between freedom of expression and other protected rights or interests, such as the rights to security, bodily integrity, non-discrimination, health, and reputation. In the online environment, this challenge is compounded by the speed, scale and directness with which content is disseminated by individual Internet users. On the one hand, information and communications technologies may massively increase opportunities for expressing one’s views freely and exercising other individual freedoms so dependent, such as the rights to freedom of opinion, to participate in elections and other democratic processes, and to protest. On the other hand, the pervasive nature of the Internet and its various applications may also amplify the negative impact of hate speech, leading to greater hostility, division, and violence in societies (Bieńkowski, Soral and Bilewicz 2021).

Despite those challenges, and the difficulty of striking the right balance between freedom and protection from harm, international human rights law and the ICCPR, in particular, do provide the appropriate baseline according to which hate speech can be classified and tackled, with the necessary adaptations for the online environment and its various service providers.

a. Prohibited Online Hate Speech

The first type of online hate speech that falls within the scope of the ICCPR is captured by Article 20. This provision requires States to prohibit any type of speech that constitutes propaganda for war, or advocacy for hatred that incites others to discriminate or perpetrate hostile or violent acts against individuals on the basis of nationality, race or religion. As the UN Special Rapporteur for Freedom of Expression has aptly noted, in light of the
growing list of individual or group characteristics protected under international human rights law, prohibited speech ought to be expanded to include incitement to discrimination, hostility or violence on the basis of ‘race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status, including indigenous origin or identity, disability, migrant or refugee status, sexual orientation, gender identity or intersex status’ (UN General Assembly 2019, A/74/486, para 9). Article 4 of the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD) complements this provision by requiring States to condemn all propaganda and all organizations which are based on ideas or theories of superiority of one race or group of persons of one color or ethnic origin, or which attempt to justify or promote racial hatred and discrimination in any form, with due regard to the freedoms of opinion and expression. This includes an obligation to criminalize all dissemination of ideas based on racial superiority or hatred, incitement to racial discrimination, as well as all acts of violence or incitement to such acts against any race or group of persons of another color or ethnic origin, including the provision of any assistance to racist activities and their financing.

The prohibition of propaganda for war is justified by its historical role in spurring armed conflict and its disastrous consequences for all human rights. In the same vein, the reason behind prohibiting incitement to violence, hostility and discrimination, as well as expressions of racial superiority, lies in their dangerous closeness and potential to contribute to harmful acts that may threaten or violate the victim’s rights to life, bodily integrity, non-discrimination, among others. This is in recognition of the well-tested assumption that incitement is not ‘just speech’ but may and has encouraged crime and other human rights abuses (UN Secretary-General 2019, 1). The reality is that not all individuals or groups who are instigated to commit discrimination, hostility or violence are sufficiently aware of the wrongfulness of the acts in question or resilient enough to resist them. Likewise, especially in societies marked by systemic inequality and discrimination, many vulnerable individuals or groups targeted by incitement to hatred, hostility or violence are not sufficiently empowered to counter or speak out against such acts, as well as to hold those responsible accountable (UN Special Rapporteur on violence against women, its causes and consequences 2018, paras 28-29, 50; Dangerous Speech Project 2021, 19-20; see also Beurger, 2021). In short, enabling individuals to freely incite others to commit discrimination, hostile or violent acts might significantly encroach upon the human rights of vulnerable individuals, particularly by having a chilling effect on

Yet, because these are still limitations on freedom of expression, such prohibitions must be strictly provided by law, in clear and accessible terms (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, paras 18, 22). Aside from the most serious forms of incitement and the dissemination of ideas of racial superiority, prohibited speech need not be criminalized. But if it is, States must be able to justify the necessity and proportionality of the crime and its punishment, as well as to observe additional requirements of legality in the criminal law, including non-retroactivity and specificity (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 29; UN General Assembly 2019, A/74/486, paras 8, 14, 18; UN Human Rights Committee 2011, paras 50-51). Thus, it is not enough for States to generally prohibit online hate speech that constitutes incitement or war propaganda. Laws, whether civil, administrative, or criminal, must specifically define what constitutes incitement, advocacy, and propaganda in this context (UN General Assembly 2019, paras 46-50; UN Human Rights Council 2018, A/HRC/38/35, para 26). As the ordinary (and legal) meaning of all three concepts suggests, although the relevant speech acts need not lead to or contribute to a specific result, both intentional conduct and the creation of an imminent risk of war, discrimination, hostility, or violence are necessary for the prohibition incitement and propaganda (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 29(c) and (f) and fn 5). Simply put, these are inchoate acts, that is, incomplete conduct that need not cause or contribute to a result. Therefore, nothing short of intention must be required for their prohibition, especially if the acts in question are criminalized. Similarly, any laws prohibiting hate speech online or offline must tightly define the content of prohibited speech, i.e., war, hatred, hostility, and violence. While war and violence imply physical or kinetic harm, hatred and hostility comprise intense and irrational expressions of opprobrium, enmity, and detestation towards the target group, whether physical or emotional (ARTICLE 19 2009, Principle 12).

Crucially, the fact that certain types of hateful or violent content must be prohibited, whether under criminal, civil or administrative law, means that States must not only sanction them but also actively seek to prevent or halt them. After all, the very purpose of outlawing and sanctioning conduct is to deter and prevent it. However, as noted in the Rabat Plan of Action on the prohibition of incitement to discrimination, hostility or violence, States should distinguish between criminal and
civil forms of prohibited speech (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 12). This division should be based on the seriousness of the speech act, including, in particular, the visibility of the speaker, the risk of harm ensuing, and the vulnerability of victims in context (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 12 and Appendix, paras 20, 29, 34).

In the online environment, this means that States must ensure that online platforms proactively moderate prohibited content, if possible, before it is amplified and becomes inevitably viral, thanks to platform recommendation algorithms (Chua 2017) that are geared towards engagement (O’Neil 2016, 180-185, Access Now 2018, 16; Eisenstat 2020; Nicas 2018). When it is manifestly clear that the content in question amounts to prohibited speech according to ICCPR-compliant national laws, especially criminal provisions, it should be taken down as promptly as possible (European Commission 2018, Preamble, 3, 5, 24-26). Examples include direct calls to physically assault, harm or kill members of a protected group, such as speech acts amounting to the offence of direct and public incitement to commit genocide against a national, ethnic, racial, or religious group (Convention on the Prevention and Punishment of the Crime of Genocide 1948, Article 3(c); UN General Assembly 2019, para 25).

The imminent risk of harm posed by such clear expressions of advocacy for hatred justifies a precautionary approach to their moderation. Thus, the publication and mass dissemination of expressions or images known to incite discrimination, hostility or violence against individuals or groups on social media should be promptly halted either by a human moderator or an automated system, until a more in-depth analysis of the content justifies its release. Most instances of manifestly prohibited speech can be initially flagged by artificial intelligence (AI) applications, provided these are sufficiently and regularly trained with the appropriate datasets in different linguistic, cultural and/or regional contexts (see Wijeratne 2020; De Streel et al. 2020, 49, 57; Hao 2021; Hao 2019; Cambridge Consultants 2019, 4-5). These applications include image and speech recognition, or natural language processing (UN General Assembly 2018, A/73/348, paras 1, 13-14; European Commission 2018, 24-25, 36-37, and paras 18, 36; Singh 2019, 12-16). Notably, existing language repositories or hate speech lexicons in different languages (see, e.g., PeaceTech Lab 2021; Wijeratne 2020) could be used to feed relevant AI datasets.

As both human moderators and automated moderation systems need clear and specific standards to moderate content effectively, States should require platforms to keep a public database or
repository of examples of prohibited speech with a brief explanation of their likely or actual impact (UN Human Rights Council 2018, A/HRC/38/35, paras 40, 46, 52, 63). Such explanations could be drawn from the platform’s own prior experience, expert research, or civil society input (UN Human Rights Council 2018, A/HRC/38/35, paras 54-55). Nevertheless, precaution cannot justify blanket censorship and indiscriminate content takedowns. Even when it seems clear – to a person or a machine – that a certain instance of online speech constitutes propaganda for war or incitement to discrimination, hostility or violence, such an assessment ultimately depends on linguistic, contextual and common-sense analysis that a computer algorithm – whether powered by AI or not – is currently unable to make (Mitchell 2019, 33-35, 69-70, 108, 136; Boden 2016, 40-44, 56). For instance, it may be that a user seeks to protest, oppose or warn against the impact of prohibited speech by quoting said speech (UN General Assembly 2019, A/74/486, para 10). Thus, content takedown decisions, no matter how prompt, must always be ultimately and meaningfully verified by a human moderator (Singh 2019, 25), especially when prohibited content has been initially detected by an automated system (European Commission 2018, 27, para 20; UN General Assembly 2019, A/74/486, para 50; De Streeel et al. 2020, 45, 54). Such human reviews must also provide the author with an opportunity to express their views and challenge the decision, either before or after the initial decision to remove the content has been made (De Streeel et al. 2020, 49-50). Granted, in many fragile settings, it is harder to recruit human moderators versed in local languages and rare dialects (see, e.g., Marinescu 2021, on the difficulty of moderating hate speech against the Roma in Romanian; and Wijeratne 2020, on the challenge of moderating content in Sinhala, Sri Lanka’s most spoken language). Yet sharing this burden with recognized civil society groups and other qualified users might be a way to scale up content moderation in those contexts. Importantly, in line with Article 2(3) of the ICCPR, judicial avenues and remedies must be available to individuals seeking to challenge platform moderation decisions and demand appropriate compensation (European Commission 2018, 22; UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, paras 10, 27-28; UN General Assembly 2019, A/74/486, paras 33, 55, 57(e)).

At the same time, where such a clear and prompt assessment is not possible, and doubts exist as to whether a certain instance of online hate speech is prohibited or not, one must err on the side of freedom and carefully calibrate any response against the risk of potential harm: content should not be taken down but de-prioritized and/or tagged as
potentially prohibited speech, with the necessary warning to viewers (Associated Press 2020) or perhaps a platform non-endorsement message. Such tags or labels should remain at least until a careful analysis of the material indicates that it is indeed adequate, necessary, and proportionate to remove the content or the label.

b. Limited Online Hate Speech

Whilst protecting the rights to freedom of opinion and expression, Article 19 of the ICCPR allows (rather than requires) States to limit (without necessarily prohibiting) certain kinds of harmful speech, including online hate speech, provided that certain safeguards are observed. Hateful expression falling under this category includes ‘attacks or uses [of] pejorative or discriminatory language’ based on an individual or group characteristic (UN General Assembly 2019, A/74/486, para 19). The first of those safeguards is that limitations on speech must be legitimate, that is, grounded in one of the specific reasons laid down in Article 19(3). These are: ‘(a) [f]or respect of the rights or reputations of others;’ and ‘(b) [f]or the protection of national security or of public order (ordre public), or of public health or morals’ (emphasis added). In contrast to prohibited speech (for which the imminent risk of harm tips the balance in favor of protection), in cases of limited speech, limitations must be the exception and freedom of expression the rule. As noted by the Human Rights Committee, offensive, disrespectful, or pejorative content that does not advocate for war or incite discrimination, hostility, or violence, is, at least in principle, protected (UN Human Rights Committee 2011, para 22). Accordingly, the grounds for limiting these kinds of hate speech, online and offline, must be strictly interpreted (UN Human Rights Committee 2011, para 21). The underlying assumption is that such types of hate speech are not so proximate to harm to justify a general prohibition. Nevertheless, in some circumstances, it may be legitimate to prohibit, sanction or otherwise restrict certain forms of hateful rhetoric.

Precisely because of the exceptional nature of those limitations, they must also be clearly provided by law, in a way that is accessible to lay individuals (UN Human Rights Committee 2011, 24-27; UN General Assembly 2019, A/74/486, paras 6(a), 20, 31-33; UN Human Rights Council 2018, A/HRC/38/35, paras 7, 46). Legality is an important safeguard against arbitrary limitations to freedom of expression, whether by States or private entities. As with prohibited speech, it requires both the types of limited speech and their respective limiting measures to be specified in law. In the context of online hate speech, this means that it is not enough for social media companies to
regulate their published content by devising community standards or guidelines (UN Human Rights Council 2018, A/HRC/38/35, paras 24, 26, 40, 46). Limitations to otherwise protected speech in the public sphere can only be made by law and are, thus, a State prerogative, albeit a tightly constrained one (UN Human Rights Council 2018, A/HRC/38/35, para 1). Dominant social media platforms such as Facebook, Twitter and YouTube have now become part and parcel of the digital public space. Thus, States must enact laws that specifically lay down which types of online hate speech may be subject to restrictions, what types of limitations are permitted, such as content takedowns, labelling or de-prioritization, in what circumstances they are warranted, and how platforms should apply them. In keeping with the exceptional nature of limitations to otherwise protected speech, Article 19(3) of the ICCPR also requires those limitations to be necessary. Necessity, in this context, has been understood as a two-part test requiring States to assess not only whether the limitation is the least restrictive means to fulfil the legitimate aim(s) but also whether the restriction to free speech is proportionate to the right or interest it aims to protect (UN Human Rights Committee 2011, paras 22, 33; UN General Assembly 2019, A/74/486, paras 6(c), 51; UN Human Rights Council 2018, A/HRC/38/35, paras 7, 28, 44-45). In other words, the type of limitation chosen must be carefully calibrated to the importance of the legitimate aim protected. For instance, in situations of armed conflict or violent confrontations (see Nassiwa 2021; Nyheim and Veisalova 2021), it may be necessary and proportionate to temporarily prohibit and take down vague, short-of-incitement, expressions of hatred against an individual or group to prevent the escalation of violence. Conversely, in more resilient societies where different groups are empowered, it may suffice to simply tag or label an instance of limited speech with a warning to viewers and/or a platform non-endorsement message. However, these are not easy decisions. For instance, in many social settings, it may be necessary to prohibit the denial of certain historical facts, such as the Holocaust in Europe, whereas, in others, the risk of harm ensuing from such types of hate speech is negligible to justify any limitation (see Bazyler 2017, 184; but see contra UN General Assembly 2019, A/74/486, para 22 and ARTICLE 19 2015, 32-33). Likewise, images or symbols that are innocuous in one place may constitute expressions of hatred or group superiority, such as the monkey emoji (Burge 2021). And all these assessments may change over time within the same social settings, if events or situations that are prone to generate violence, harm or division emerge. This is the case with elections in otherwise stable environments, as well as situations of
political transition and armed conflict in more fragile settings.

Although necessity and proportionality are essential legal parameters, they are, in and of themselves, too broad to guide daily online content moderation decisions of big and small platforms alike. Thus, more granular criteria have been proposed for the application of necessity and proportionality to limitations on online hate speech. These include a) the socio-historical context, such as whether the same or similar content was used to spur violence or discrimination in the past; b) the position of the speaker, i.e., the more powerful or popular the speaker, the greater the likelihood that their speech will influence the audience’s attitudes; c) the target audience, including its resilience or susceptibility to act upon or be persuaded by the speech (see Warren 2021; Nelson and Gilberds 2021); d) the degree of hatred expressed, including the directness or specificity of the speech act; and e) the means of dissemination, i.e. the more massive the medium used the more necessary and proportionate it may be to restrict the content (Benesch 2013, 2-6; Dangerous Speech Project 2021, 19-23). On digital platforms, the role of AI-powered algorithms in amplifying hateful or violent content, including when hashtags or bots are used to increase the number of clicks, must also be taken into account (see Daily Sabah 2021).

To this list of factors, I would add the vulnerability of the individuals or groups targeted by the relevant speech act(s): the more vulnerable the victims, the more likely it will be that hate speech will affect their mental wellbeing and the enjoyment of other rights, including by leading to self-censorship (UN Human Rights Council 2018, A/HRC/38/47, para 29; Abeyesekera and Cain 1992, 238, 242-243). Vulnerability, in this context, may be defined as the systemic and/or historical denial of rights or interests on the basis of protected characteristics (see Peroni and Timmer 2013, 1058-1060). Groups that are particularly vulnerable to online hate speech include women, children, racial or ethnic minorities, such as indigenous populations, persons with disabilities, and members of the LGBTQ+ community (UN Human Rights Council 2018, A/HRC/38/35, para 27; UN General Assembly 2019, A/74/486, para 25). The special vulnerability of some of these groups is reflected in the adoption of specific human rights treaties seeking to protect them, such as the Convention on the Elimination of All Forms of Discrimination Against Women, the Convention on the Rights of the Child, the International Convention on the Elimination of All Forms of Racial Discrimination, and the Convention on the Rights of Persons with Disabilities. Although not yet binding, the Declaration on the Rights of Indigenous Peoples (UN General Assembly 2007) and the Human
Rights Council Resolution on Human Rights Protection against violence and discrimination based on sexual orientation and gender identity (UN Human Rights Council 2016) indicate that there is growing consensus among States that such groups deserve special protection under international law.

As the foregoing analysis indicates, clearly spelling out in law the scope and rationale of online hate speech restrictions will not remove the complexity of the moral judgements required to make such content moderation decisions. This means that they should never be subject to automated content takedowns, even if temporary and no matter how advanced the moderation technology purports to be (UN General Assembly 2019, A/74/486, para 34). It bears recalling that, when it comes to limited speech, one must err on the side of freedom and that algorithms, including machine-learning ones, can only make quantitative decisions, not qualitative ones (Mitchell 2019, 70-72, 122). Thus, human moderation, coupled with the necessary anti-bias and discrimination training, is indispensable in those cases (see, e.g., Facebook 2021). But in a digital environment dominated by a handful of platforms, where the scale of content moderation is inevitably massive, it is difficult to trust that such companies will be making careful, independent decisions at scale (UN Human Rights Council 2018, A/HRC/38/35, paras 34, 58, 63). Even the most well-resourced social media companies, like Facebook and Twitter, have resisted calls to employ additional local moderators (Scheck, Purnell and Horwitz 2021; Barret 2020, 4, 19-20, 24-25), and struggled to find individuals who are sufficiently trained in the local languages and cultural niceties of the countries where they operate (Hicks et al. 2021; O’Neil 2021; Jee 2020). And this task is probably bound to fail: there will never be enough human moderators to carefully and independently look through the millions if not billions of suspected instances of online hate speech posted every day (Wijeratne 2020; Cambridge Consultants 2019, 4; Koebler and Cox 2018).

Given the inherent moral and practical challenges of moderating limited online hate speech at scale, platforms need to combine human judgement with scalable technologies. One way to achieve that, whilst ensuring greater representation and impartiality of decision-making bodies, is to harness existing technologies, such as consensus algorithms (Wikipedia Contributors 2021) to decentralize, democratize and humanize the moderation process. This idea is inspired by the jury system, which is used precisely when difficult moral decisions call for peer, common-sense judgement. Specifically, a certain number of individual platform users could be randomly selected to sit on country or
region-specific ‘juries’ and vote on the merits of decisions to keep, remove or otherwise limit the relevant content, following necessary instructions on applicable human rights standards. All decisions should be stored on a public and immutable chain, increasing their transparency and public scrutiny (Doubleday 2018). To avoid a pure majority-vote and the silencing of minority voices, particularly vulnerable or visible users, such as female and non-white journalists, activists, and politicians, should be able to nominate recognized, third-party content moderators to decide whether the content they author or receive may indeed be limited (de Souza Dias and Thapa 2021). Such moderators may include civil society organizations with expertise on the topic, academic institutions, and independent content hotlines, whose ongoing work should be further harnessed beyond the mere flagging of problematic content. As noted elsewhere, many of the largest platforms have not sufficiently involved end-users and civil society organizations in their content moderation processes (De Strel et al. 2020, 45-46, 51). In sum, content moderation processes should leverage the massive user pool of social media platforms, along with the work of numerous independent organizations to generate scalable yet fully human content-moderation decisions. In this way, they may wield greater independence, legitimacy, and representation than company oversight boards (see Paul 2021).

Nonetheless, even such peer decisions should always be open to judicial review, which requires close cooperation between social media platforms and domestic courts. In more detail, States should find technical solutions to integrate platform-based, out-of-court dispute resolution or conflict prevention mechanisms into their judicial system, perhaps by having readily accessible online court systems, where all evidence and submissions are presented online, and court decisions are directly implemented ‘on-chain’, i.e., on the platform (Susskind 2020; Lawtech UK 2021; Tworek et al. 2020, 9, 12-16). And it goes without saying that public oversight by civil society organizations remains an essential part of any content moderation exercise (UN Human Rights Council 2018, A/HRC/38/35, paras 51, 54, 56, 58, 70; UN Human Rights Council 2018, A/HRC/38/47, paras 86, 109). To enable such public scrutiny, not only should content moderation decisions by platforms and public courts be made public but companies and courts should also periodically publish reports summarizing the types of online hate speech taken down, tagged, redacted or otherwise limited in clear and accessible terms (UN Human Rights Council 2018, A/HRC/38/35, paras 38, 63).
c. Free Online Hate Speech

The third and final category of online hate speech regulated by the ICCPR is free speech. This category comprises hateful content that neither constitutes prohibited speech under Article 20 (propaganda for war and incitement to discrimination, hostility, or violence) nor merits limitation under Article 19(3) of the ICCPR (to protect the rights or reputations of others, national security, public order, or morals), considering all relevant factors (UN General Assembly 2019, A/74/486, para 24; UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 20). For these types of hate speech, online or offline, the benefits of exposure to public debate and critical thinking outweigh the risks of harm to other protected rights or interests (see Nyheim and Veisalova 2021; Vogt 2021). In most cases, these types of offensive or discriminatory expressions are directed not at natural persons, whether individuals or groups, but at institutions, such as a particular religion, its tenets or figures, a State or government. Because there is no direct expression of hatred towards rights-holders, these types of hate speech must be permitted as a general rule. For this reason, the Human Rights Committee has noted that blasphemy or treason laws are incompatible with the ICCPR to the extent that they prohibit criticism of a religious or public institution, whether offensive or not (UN Human Rights Committee 2011, para 48; UN Human Rights Council 2018, A/HRC/38/35, para 13). After all, human rights law is about protecting humans, not institutions per se. However, contextual and linguistic analysis, coupled with common sense and human judgment, remains important to ensure that an expression of hatred seemingly directed at an institution is not in fact targeting an individual or group and calls for some form of limitation.

In the online environment, this means that under the ICCPR ‘institutional’ hate speech enjoys a presumption of freedom and should not in principle be taken down or otherwise censored, whether by a human moderator or an automated system. Yet, if careful human analysis of the content reveals that it amounts to limited or prohibited speech, then the content should be appropriately de-prioritized, tagged, or removed. At the same time, one must recognize the potential of this type of hate speech to generate division and intolerance, especially in the online environment, where it can be easily amplified and constantly fed to like-minded individuals by recommendation algorithms (Wu 2016; Cinelli et al. 2021; Tufekci 2017). Therefore, States, platforms and civil society organizations should find ways to raise awareness of such risks, build resilience in societies, especially among vulnerable groups, and foster intercultural dialogue and tolerance (UN High Commissioner for
These measures have the potential to address the root causes of all types of online hate speech – prohibited, limited and free –, thereby contributing to their prevention (UN High Commissioner for Human Rights 2013, A/HRC/22/17/Add.4, para 37; see also Weiss 2021; Buerger 2021; Gichuhi 2021; Morrison 2021).

Although it is beyond the scope of this contribution to provide a comprehensive and detailed list of such preventive measures, particularly useful ones include: i) digital literacy campaigns about how social media and their algorithms work (UN General Assembly 2018, A/73/348, paras 57, 66); ii) educational campaigns (Weiss 2021) and public awareness courses on basic international human rights standards at schools, governmental institutions and tech companies; iii) changes in algorithmic design to promote positive types of engagement (Shaer 2014; Ucciferri and Marechal 2021), counter-speech (including reactive messages posted by chatbots, e.g. Cambridge Consultants 2019, 9) and a diversity of views on political, social and moral issues (UN General Assembly 2019, A/74/486, paras 18, 28, 51, 54, 58(f); Buerger 2021); iv) giving users more power over the content they want to receive, such as by opting out from platform-curated feeds (UN Human Rights Council 2018, A/HRC/38/35, paras 60-61); v) verifying and auditing social media algorithms, bearing in mind the need to protect proprietary rights and trade secrets (UN Human Rights Council 2018, A/HRC/38/35, para 56; Access Now 2018, 33-36); v) promoting the use of smaller, non-profit, open-source and/or decentralized social media companies, such as Diaspora, Minds and Mastodon (Meritt 2019; Roose 2018); and vi) piloting paid, ad-free version of their platforms, where users have even greater control over their feeds. Of course, though potentially beneficial, each of these measures may have different drawbacks, such as high design and implementation costs and lack of sufficient technical expertise. Thus, careful, case-by-case considerations ought to inform their selection, design, and implementation.

d. The Dos and Don’ts of Moderating Hate Speech in Fragile Settings

A key question that remains is how to apply Articles 19 and 20 of the ICCPR, along with the taxonomy and recommendations discussed earlier, to online hate speech in fragile settings, such as young democracies and conflict-affected States? The short answer is there is no one-size-fits-all approach or a perfect solution to moderating online hate speech in either developing or developed settings.
countries. In fact, one struggles to find a single legislative model that has not been challenged on the basis of compliance with international human rights law (Hicks 2021, 1). Even Western democracies (on both sides of the Atlantic) have struggled with content moderation (see, e.g., Index on Censorship 2021, on the United Kingdom; ARTICLE 19 2021, on Italy; Schulz 2020, on France; Noyan 2021, on Germany; and Burwell 2021, on the United States). Thus, automatically importing their models to fragile settings could be a recipe for disaster.

Legal commentators have also disagreed on the right form and amount of platform regulation, reflecting fundamentally different traditions to balancing freedom of expression, non-discrimination, and other rights: the North American emphasis on freedom and self-regulation versus the protective, State-centric approach to safeguarding human dignity spearheaded in Europe and Asia (see, e.g., Siripurapu and Merrow 2021; Laub 2019; Klonick 2017). Notably, this disagreement manifests itself in the debates surrounding platform intermediary liability and duties of care: while some argue that platforms should be held liable for illegal content that they fail to remove, others propose the mere regulation of platform moderation processes rather than specific outcomes (De Streel et al. 2020, 53).

However, those difficulties are not insurmountable. Even though legal frameworks on online hate speech and content moderation measures should be tailored to the needs and resources of each State, including the platforms and civil society organizations that operate therein, there is a minimum common denominator of ‘dos and don’ts’ which should be followed in fragile settings to ensure consistency with the ICCPR.

The starting point of any regulatory model of content moderation, whether based on some form of intermediary liability or a duty of care, is an accessible, foreseeable, and sufficiently clear definition of different forms of online hate speech and the respective measures that platforms, users and other stakeholders may or must implement. Overly broad definitions and wide platform discretion, especially when coupled with intermediary liability and high penalties for failing to remove content, may legitimize private censorship (Index on Censorship 2021, 4 and 11), which can significantly hinder the development of young democracies. On the other hand, the lack of relevant legal definitions and requirements for content moderation may result in the proliferation of hate or otherwise harmful speech, and government abuse of content takedown requests, especially in conflict-affected or divided States (UN General Assembly 2019, A/74/486, para 31). Overall, regulatory models should ensure that the
burden and responsibility for posting and moderating content are shared and balanced across platforms, users, public entities, and other relevant stakeholders (De Streel et al. 2020, 54).

As hinted at earlier, a robust legal framework for online hate speech must be accompanied by judicial remedies against errors made by platforms, independent moderators, or States in the classification and treatment of online hate speech. As mentioned earlier, content moderation, whether by humans or machines, is not foolproof. Errors such as wrongful content takedowns and failure to remove or limit content are inevitable. Thus, it is indispensable that the judiciary has the final word, as it normally does in human rights or constitutional issues (Hicks et al., 2021, 10). One incipient case in point is Germany, which has amended its NetzDG law to provide for an appeals system and arbitration tribunals to hear content moderation disputes (Library of Congress 2021), following initial criticism for its lack of provisions on judicial oversight (Human Rights Watch 2018). The scale and speed of online hate speech and other forms of illegal content will be a challenge. However, further engagement of independent bodies in content moderation processes, such as the use of trusted flaggers (Digital Europe 2021; De Strel et al. 47, 79) and recognized moderators, may avoid the need for judicial dispute settlement, whereas ‘online content’ courts could be a cost-effective solution to adjudicate those disputes in fragile settings (see De Strel et al. 2020, 51, 55; Tworek et al. 2020, 9, 12-16). Independent oversight boards, such as Facebook’s, are a positive step in this direction (Milanovic 2021). But they ought to be integrated with or complemented by proper judicial bodies (UN General Assembly 2019, A/74/486, paras 33, 57(e)).

Relatedly, users on both sides of the table, i.e., content authors and recipients, as well as platforms themselves and competent regulatory bodies, must be able to challenge content moderation outcomes, including before domestic courts. Indeed, many platforms have already put in place such ‘counter-notice’ or appeals processes, deemed essential to curb abusive or unsubstantiated flagging practices and to safeguard authors’ right to freedom of expression (De Strel et al. 2020, 48-49). Likewise, the anonymity of those reporting and flagging content must be safeguarded, except in cases of defamation or copyright infringement (De Strel et al. 2020, 51). Moreover, not just substantive standards but also the content moderation process, including notices and counter-notices, must be made accessible to users and relevant stakeholders (De Strel et al. 2020, 51). According to some, this is the case of the flagging interfaces designed by YouTube and Twitter, but not Facebook (Tworek and Leesen 2019, 5; Singh 2019, 25).
Lastly, ensuring transparency in the content moderation process is key in the implementation of any chosen legal framework. Good examples of transparency frameworks can be found in countries around the world, such as India’s Guidelines for Intermediaries and Digital Media Ethics Code (Hicks et al. 2021, 2-3), and the European Union’s forthcoming Digital Services Act (European Commission 2020, 2, 5, 11 and Section3). Transparency must come from all stakeholders involved, including platforms, public bodies, trusted flaggers, recognized moderators and the judiciary. To this end, reporting mechanisms must be put in place and enforced, such as information on flagged, limited, and removed content and the legal basis of the limiting measure adopted (see Santa Clara Principles 2018, Principle 1; De Streel et al. 2020, 50).

4. Conclusion

The ICCPR is one of the most important international human rights instruments to date, given its quasi-universal reach. Under the ICCPR and its customary counterparts, States have duties not only to respect human rights in the context of online hate speech but also to protect the human rights of individual victims and speakers. These obligations apply extraterritorially insofar as States are home to social media companies operating abroad or otherwise exercise some form of control over the enjoyment of relevant human rights, such as by controlling an online service or device like a computer server where online content is stored. Companies, including social media platforms, do not yet have binding obligations under international human rights law, but have a social responsibility to follow those universal standards, given the global reach of online platforms. The ICCPR is also a powerful tool in the hands of civil society organizations and individual users seeking to give effect to internationally recognized human rights around the world.

The ICCPR does not contain specific rules for online hate speech. But its general rules for prohibited speech under Article 20, limited speech under Article 19(3), and protected speech under Article 19(2) apply to the phenomenon and provide the baseline for its regulation by States and moderation by companies and other relevant stakeholders. Building on the interpretative guidance provided by the UN Human Rights Committee and the UN Special Rapporteurs on different topics, this Chapter recommends that States, companies and civil society organizations adapt Articles 19 and 20 of the ICCPR to the phenomenon of online hate speech. Specifically, States should enact legislation requiring public institutions and online platforms to adopt the necessary and proportionate technical, remedial, and educational measures to counter different
types of online hate speech – prohibited, limited and protected. To be sure, these do not exhaust the types of action needed to tackle online hate speech. Yet the interpretative framework and measures proposed in this Chapter can provide States, platforms, users, and civil society organizations with additional clarity over what needs to be done to counter online hate speech in line with Articles 19 and 20 of the ICCPR. Importantly, each of those stakeholders has a role to play in the design and implementation of a robust legal framework, effective remedies, and transparency mechanisms well-suited to moderate online hate speech in different fragile settings around the world.

1 Although a few States parties to the ICCPR have made declarations or reservations with respect to Article 19, such as by reserving the right to license television or radio broadcasts or to derogate from this right in certain situations, no State has opposed the essence of the right to freedom of expression (see United Nations Treaty Collection 2021).

2 Note that Article 20(1) ICCPR, requiring states to prohibit propaganda for war, has been the subject of reservations and declarations by several States, including Denmark, Finland, Liechtenstein, Iceland, Luxembourg, The Netherlands, and the Republic of Ireland. Although a few States have reserved the right to adopt legislation or further legislation, civil or criminal, prohibiting advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence, pursuant to Article 20(2) ICCPR, or declared that this provision must be read in line with the right to freedom of expression in Article 19, no State party to the ICCPR has questioned the unlawfulness of this type of hate speech (see United Nations Treaty Collection 2021).
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